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Introduction

A bit of history



Supercomputing industry: EU behind the curve

1/3 1/20 0%

of global supercomputing of global supercomputing of the processors
ressources are consumed equipment are supplied powering Europe supercomputers
by Europe(. by Europe(. are European(?),
Europe Europe Others®1.4%
NVIDIA 3.8% Intel 49.7%
AMD 44.0%

This lack of homegrown technology has serious implications
on Europe sovereignty, intellectual property and security.

Copyright © SiPearl 2024 (1) Source: Hyperion Research, HPC server and supercomputer market, November 2021
(2) Source: 63 ranking of the global Top 500 most powerful supercomputers, June 2024
(3) Others : NEC (1.3%) / IBM (0.6%) / Fujitsu (0.6%)




The European Union response (1/2)
Launch of EuroHPC JU & European Processor Initiative

September 2018 December 2018
EVIDEN  *|EE feto
European

— * * **ﬁ Prloc;ass;.or
F % - nitiative s (o Swedish ‘ .

If ” Research “emidynami — €=
SIS eni @lireon Vi g [ wmmo
L% * _J p
ok xS =

T ETHzirich CJ %FORTH

Launch of a call for proposals in 2017 to design and implementa  VviNNovA  wcenc [Prie € oucn

Launch of the EuroHPC JU to deploy , \
roadmap for a new family of high-end European processors

in Europe a world class exascale =R E4 =
. 8~ — Z Fraunhofer %
supercomputing infrastructure. + Target: high-performance and energy-efficiency - Brancter) Lyg | ==
Coordinated by Bull (an Eviden company), the EPI consortium @% Orurey  exzare  CINECA a
won this call for proposals. 9
6 years of hand-in-hand work involving over 200 engineers €3 ekt @ SKIT  ©menta @seerr
from 30 partners -
- Scientists: research institutes, universities and supercomputing centres 7 SEENTO Zer;Pgnt p—
 Industry: European leaders, IT, electronics and automotive specialists
6
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The European Union response (2/2)

Creation of the private company to bring to life
the European high-performance low-power processor +200

Employees
Incorporated Arm architecture from
y 4 In June 2019 Energy-efficiency quick time
to market, proven ecosystem
xhy .
» = Funded Key partnerships
**‘*"‘ By the European Union Joint-offering with

AMDD1 intel <Anvibia
EVIDEN  jewtertpackara

Enterprise

S Financing @,o Identified customers
Series-A to date: €113m O() Server manufacturers based

(€105m equity + €8m bank loans) on user specifications: First, EuroHPC : g

_ ecosystem before going global. 0
arm =[] .4 sviDeN @ 7 I.ocqtlons
i =4 Maisons-Laffitte (HQ), Barcelona, Bologna,

Duisburg, Grenoble, Massy, Sophia Antipolis

Copyright © SiPearl 2024



Arm technology
An historic and well-considered choice

Arm: from smartphone to supercomputer

» Performance q r m

+ High-energy efficiency

Mont-Blanc projects, an initiative launched in 2011 with the EU support(®

3 initial partners

+ Bull
+ Barcelona Supercomputing
* Arm N

To design a new type of computer architecture around Arm technology, an architecture capable of delivering a new level of
performance/energy ratio for HPC applications

April 2020: Licence agreement for Arm® Neoverse VI platform to design Rheal

Copyright © SiPearl 2024 (1) H2020 Research & Innovation Program under grant agreements n°® 671697 and 779877
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The evolving landscape of HPC



Compute Element Evolution

Power wall

Frequency wall

Many-core

Mono-cor architecture for
ono-core parallelism

architecture for NIC
single thread

.
performance

_‘mu:;_
| ] ]
ayoen | eyoen ayoed | eayoen

CPU

Cache

Bus

(Network

InterConnect) !

Copyright © SiPearl 2024

Reticule size wall

Heterogeneous
architecture for
energy efficiency

Disaggregated SoC
w/ functional chiplets
* Flexibility

* Perf scalability
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The early days: CPU based systems
70s & 80s

Early supercomputers Cray 1

« System compute was primarily purpose-built CPUs.

- Limited or no use of accelerators.

Copyright © SiPearl 2024




The cluster era
Since 90's

90s

» Systems built with standard CPUs & clusters introduction

* Top 500 created based on Linpack benchmark.

2000s

* Frequency wall: the trend of increasing processor clock speed
migrated to multicore architectures

2010s

Increased deployment of accelerators

Today

Typical supercomputers are hybrid solutions with:
» Multicore processor nodes, cache and RAM shared by all cores
« XPU accelerator to offload specific types of computation

Copyright © SiPearl 2024
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ANV \Y N

12



HPC Performance (1/4)

HPL: Measures how fast a computer system can solve a linear system of equation

Good for core performance but not representative of real workload nowadays

10000000
1000000
Acceler
100000 ‘
)
S~
o 10000
O
= 1000
(]
Q 100
c
g 10 ——n"°1 Rpeak [Tflop/s]
5 n°1 Rmax [Tflop/s]
T 1 —0—top10 Median Value Rpeak [Tflop/s]
g top10 Median Value Rmax [Tflop/s]
0.1
0.01 F
1995 1997 1999 2001 2003 2005 2007 2009 2011 2013 2015 2017 2019 2021 2023

YEARS

GPUs brought significant core performance gains

Copyright © SiPearl 2024




HPC Performance (2/4)

HPCG: It is intended to test the effect of limitations of the memory subsystem and internal
interconnect of the supercomputer on its computing performance

» Tests compute core performance and memory bandwidth

- Better represents real workload performance (vs HPL)

HPCG Performance HPCG Efficiency> HPCG/R e

100000 6.00%

(HPCG 500) [ K computer

5.00%

10000 —l—n°1 Top 500 HPCG efficiency (%)

—a—top 10 Median value HPCG Efficiency (%)

TaihuLight /_\
JIPES

10 —=—n°1 Top 500 HPCG 1.00% [ N ; Fugaku, first

—&—top 10 Median value HPCG CPU with HBM

IS
o
Q
X

1000

100

HPCG [TFlop/s]

HPCG efficiency [%]
s g
X x

1 0.00% L
2011 2013 2015 2017 2019 2021 2023 2025 2011 2013 2015 2017 2019 2021 2023 2025

HPCG does not show the same trend as HPL
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HPC Performance (3/4)
HPL vs HPCG (No data available before 2011)

10000000

——n°1 Rpeak [Tflop/s]
—4&—n°1 Top 500 HPCG

1000000

27 Perf ratio
Fugaku

100000

10000 K computer

1000

100 TaihuLight

10

Performance [TFlop/s]

1

0.1
1995 1997 1999 2001 2003 2005 2007 2009 2011 2013 2015 2017 2019 2021 2023

1,000,000.00

——top10 Median Value Rpeak [Tflop/s]
—4&—top 10 Median value HPCG

100,000.00 80 Perf

ratio

£10,000.00

o

o

L

F=1,000.00 14 Perf
° ratio
e

& 100.00

£

| -

o

‘= 10.00

)

a

1.00

0.10
1995 1997 1999 2001 2003 2005 2007 2009 2011 2013 2015 2017 2019 2021 2023

Median performance ratio HPL/HPCG increases
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HPC Performance (4/4)

Byte per Flops: core calculation intensity before reaching the data bandwidth limit.

Test compute core and memory bandwidth

9
8 Nec Vector 1GHz
7 Byte per Flops= mem BW/ Rpeak
6
@
o
S 5
™
~
..“i 4 BlueGene/L beta-System
)
3
) Sequoia - BlueGene/Q —o—Byte/Flops
Jaguar
1 E K computer Titan Sunway TaihuLight - Sunway
0 N MPP —& Fugaku
2000 2002 2004 2006 2008 2010 2012 2014 2016 2018 2020 2022

Byte per Flops, like HPCG efficiency, does not show the same trend as HPL
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The memory speed bottleneck: A shifting paradigm

Scaling of Peak hardware FLOPS, and Memory/Interconnect Bandwidth

H100
[ ]
1000000-] HW FLOPS:  60000x / 20 yrs (3.0x/2yrs) N
DRAM BW: 100x / 20 yrs (1.6x/2yrs) o © TPUVA
. Interconnect BW: 30x / 20 yrs (1.4x/2yrs)
Linpack measure
only core compute power 10000 o
g *
E HBM2E
= N ] o ®
] g 100 Itanium 2 HEM P "'“3.le s .. ® .
!.lnpack performance = o 2T ] _1 I e
Increased, but memory & 210 S e wiie | PCleSO
network bandwidth did not T e o ek Petet0
follow at the same paste.
L) o AU RN LA SN RN AR AR RARS AN I LA RN IULRE RARE RAAY JULAE UL RN AR RARE BRI AARE RARN REAY Y RN AR AR
1996 1999 2002 2005 2008 2011 2014 2017 2020 2023

YEAR

Source: https://medium.com/riselab/ai-and-memory-wall-2cb4265cb0b8

Linpack does not represent the range of real workloads

Copyright © SiPearl 2024




Emerging requirements for modern HPC processor

(=

Mflops

Compute power

OLD T NEW

5 @

Sovereignty Energy-efficiency
Ensuring data security and Reducing operational costs, the
control within geographical environmental impact and

boundaries. optimizing the TCO.

NN

Data Transfer

Addressing the bottleneck for
optimal performance.

Benchmark

HPL

Copyright © SiPearl 2024

!

HPCG
Stream

Bytes/Flop
GF/Watt
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Al: LLM overview



What are LLMsS?

Large Language Models

o
Healthcare,
Energy

©

Finance, Law,
Education

Copyright © SiPearl 2024

§&

Scientific
Research

<

Security

have the potential to improve productivity

L

Natural Language
Processing

A

Arts, etc.

- Coding tasks

- Complex dataset analysis
- Information retrieval tasks
- Text translation

- Educational tutoring

- Text summarization

- Questions answering

LLMs can equal or surpass human performance

- Sentiment analysis
- Clinical Note Summarization
- Scenario generation &

recommended measures

- Mental Health support
- Scientific explanation

LLMs exist as a subset of deep learning models,
which are a subset of machine learning models

20



A variety of LLMs driven by hyperscalers

7 ama 3202477

/“\\.

e 7/ GPT-NeoX 2‘0(2023)*“"
R a0 7 | 2% [

Elevther Al

7GR Neo (2021 X,
Y A0
2

LU [’//_G’Sﬁjm
~ .\ U it ree /l/',' 618) :

—

7,

R AN v ey
[7 InstroctGPT2022) 77

LA\

Decoder

Ll

._w//\
7 Chat-GPT (2

S — 1
~ x ,II/ZI T : /77 s
E,TDA’L}‘;(ZOZZ) ’*) ////%}:mm

.,:;r«:;;/\
¥/ eGP0 777
TGP 2006 N,
/ / e / e o™ S

Codex (2021)
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Evolution: trends & future of LLMs parameters

Models are growing exponentially in size with time,
even faster than the rate of the original Moore’s law

Moore's Law for LLMs

ru"\".“ _ FM
10* Megatron Turi PT-4 - ss0Bas
E 1015
= =
= 3
@ 2
: s 1014 PRSP T T T T
[ P
3 3
TS E
e \ES
© ~ 1013
s g Stock of data
- o Median date of
T 2 full stock utilization
'8 é 10%2 Dataset size projection
= = Median date of
full stock utilization
107! - (5% overtraining)
2018 2019 2000 2021 2022 2023 10!
Time (Year) 2020 2022 2024 2026 2028 2030 2032 2034
Year

Source: ChatGPT in the Age of Generative Al and Large Language Models: A Concise Survey

Copyright © SiPearl 2024

Source: Will we run out of data? Limits of LLM scaling based on human-generated data
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A variety of Langage Models

Feature

Small Language Models

Large Language Models

Number of Parameters

Millions to (a few dozen) Billions

Billions to Trillions

Higher (slower, more
memory/power)

More general across multiple
domains

Perf. on Complex Tasks /
Generalization

Lower capability /
Limited generalization

Chatbots, simple text generation,
domain-specific NLP

Creative writing, question
answering, general NLP

Examples

ALBERT, DistilBERT, TinyBERT, Phi-3

Less GPT-3, BERT, T5

Copyright © SiPearl 2024
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Key considerations

GPU cost & availability

Underusage of Resources

L | 4//,/;;ffi;:’/i;/j,/,«:’/f 7 CPU have large memory capacity

¥ TSI A e e A Power efficiency

— r

Market requirements

: _
~
Copyright © SiPearl 2024




Maturity of Software stack for Al on ARM

Models

Framework

Runtime/Compiler

Libraries backend

Hardware

Copyright © SiPearl 2024

| Llama | | GPT | | Mistral |

. 1F Arm and the community (including hyperscaler)
O PyTorCh TensorElow & ONNX provides and maintains efficient stack

Arm CPU can leverage oneDNN (from

£) ! oneAPIl) and also XLA TFRT compiler.
OV (OnebN]

COMPILER INFRASTRUCTURE

' ' > Maturity of compiler thanks to community
Po— § Arm Compute Library:
g qrm KleidiAl Arm provides an optimized "Arm Compute
VENCOTIDS | L|brary (ACL)" to the users (today in MIT license).

r An open-source library that provides optimized
‘lGPUi &
i Rhea

performance-critical routines, also known as
micro-kernels, for artificial mtelllgence (Al)
workloads tailored for Arm® CPUs.

i

Covers Inference, Finetuning, Quantization and Training




Common characteristics of HPC and Al/LLM workloads

Challenges are similar for Al/LLM and HPC

Al tends to be more demanding in latency
HPC tends to be more demanding in Bandwidth

N
CPU & GPU
s 2

( Y ( ) Interconnect
Memory Latency B';Ar\e dn\jvczcrj);h | bandwidth |

( [ ; Interconnect
Power efficiency Core g:iré%rsn;ance | latency |
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Rheal key features



-

RHE ATWE

HPC and Al microprocessor

80 arm® Neoverse V1 cores
with 2 x 256 SVE each J

4 x HBM 4 x DDR5 interfaces
o h )y




Rheal, our 1t generation microprocessor

High performance per watt: Arm ISA power efficiency

« Arm cores have ~30% smaller area
vs equivalent performance x86 cores

Very high memory bandwidth

Built-in HBM
- ldeal performances for Generative Al

Unique memory architecture: High Byte/Flop

Openess 80 ARM Neoverse

V1 cores

« Arm ecosystem from loT/edge to HPC and cloud

Fully auditable — backdoor-free

Rheal will deliver extraordinary performance
and efficiency with an unmatched Byte/Flop ratio.

Copyright © SiPearl 2024



Rheal performance targets

Addressing the requirements of HPC & Al at exascale level

S c ®

Mflops
Data Transfer Compute power Energy-efficiency
Memory BW >>1.6 TB/s [ HPL>2TF } HPCG Efficiency >5%
Stream>1.6 TB/s Byte/Flop (Rpeak)>0.5

Byte/Flop (Rmax)>0.4

Copyright © SiPearl 2024 3 O



Rhealin 5 key benefits

G 2

High Performance Energy-efficiency Flexibility
To surpass the performance To halve power consumption Designed to work with any third-party

of 10,000,000 desktop computers. for equivalent computing power.  accelerator (GPU, artificial intelligence, quantum).

* 3
® x
* {c
Backdoor-free security Sovereignty
To protect data with secure end-to-end To further Europe’s technological
network transmission. leadership and independence.

Copyright © SiPearl 2024
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About... SiPearl

SiPearl is building the European high-performance low-power microprocessor
dedicated to supercomputing and artificial intelligence. This new generation of
microprocessors will first target EuroHPC Joint Undertaking ecosystem, which is
deploying world-class supercomputing infrastructures in Europe for solving
strategic sovereign challenges in medical research, generative Al, security, energy
management and climate with a reduced environmental footprint.

SiPearl is working in close collaboration with its 30 partners from the European
Processor Initiative (EPI) consortium - leading names from the scientific
community, supercomputing centres and industry - which are its stakeholders,
future clients and end-users.

SiPearl employs more than 200 people in France (Maisons-Laffitte, Grenoble,
Massy, Sophia Antipolis), Italy (Bologna), Germany (Duisburg) and Spain
(Barcelona).

SiPearl is part of French Tech 120 program 2024 class.

European
Funded by R e
the European Union p|
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