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“ GENCI, A FRENCH HPC RESEARCH INFRASTRUCTURE

R
=
ENn
s """ a Serving yearly(1700 projectsin HPC and Al (academia, industry) in 2023

France

EuroHPC . e
# Universités

TGCC/CEA - lle de France IDRIS/CNRS - lle de France CINES/FU - Montpellier
- Hosting Site for the 2"d Exascale - 1strr converged HPC/AI - > 70 PF with AMD next
system (EuroHPC) within Jules system (#AlForHumanity) gen GPUs (>1500) &

Verne consortium (FR, NL) - Bring sovereign computing CPUs (>100k)
facilities / services to Al
- Hosting Site for the 1t hybrid HPC i - Next step before
+ Quantum computing >1000 yearly projects in French Exascale
infrastructure (HQI, HPCQS, allocated 2023 ! system  :GREED

\\
[ =

EuroQCS-France) - >3700 GPUs in 2024 I SOO
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p umE “ EVOLUTION OF THE CONTEXT
L-=.=A In particular in Al

March: Alat  April: First  April: UK
Al Strategy  Finland’s Al Budget for Al the Service  Workshop Al Sector House Summit Sweden’s Al an Al Strat
2031 Taiwan

May: White May:
of Citizens  for Strategy Deal

Bl =F =1 181 o=l

Fall 2018:

VY=
—_—

SZ
IS .
March: Al jyly: Next December:  January:
Technology  Generation
Strategy

.

Three-Year Blockchain and Strategy
Al Plan Action Plan

May: May: Al June: Fall 2018:
0 pmmunication Australian R&D National Germany’s Al
Al Task Force Digital Gro on Al Budget Strategy  Strategy for Al Strategy
HUMANITY

With season #2 in 2023
e etNee anmicis toward generative Al

EPIFORUM | 09/10/2024 |
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ET VOILA JEAN ZAY AT IDRIS (CNRS) !

m
i 4

Q Objectives

= Bring sovereign HPC facilities for the
FR Al community

= Foster collaboration between HPC and Al

A converged supercomputer for HPC & Al

Ehtth:nrd EVHDEN

Enterprise
I Converged supercomputer A (D
MDA,

125.9 PF

= HPC, Al & HPC/AI > 3700 GPUs

O With new access modes and tools
= Al software stack, containers, notebooks,
» Repository of models and datasets

. o -
U Some milestones HUMANITY
= Sept 2019 : Jean Zay in production :

= Mid 2020 and Q1 2022 : 2 successive evolutions
= Q2 2024 : New extension (H100) provided by EVIDEN

U More than 1000 projects in IA supported in 2023
» NLP, vision, multi modality, explainable Al, robotics...

= Al For Science : biology/health, energy, material science...

L Computing facilities
» Scalar partition

e 720 nodes, 1440 CPU Intel CSL,
28 800 cores, 1x OPA

» Converged partitions
* 396 nodes quad GPU — 1584 GPU V100

SXM2 16/32GR. 4xOPA
- 83 node 664 GPU V100 or
A100, up to 768 GB mem, 4xOPA
& SXM5 B0GB, 512 GB menCXNDR Y
O Storage
«43PB@ 1.2 TB/Nl)
= 39 PB @ 300 GB/s rotative (N2)
= Up to 100 PB tapes (N3)
O And the support

ith 13p dedicated for Al



% “ ET VOILA JEAN ZAY AT IDRIS (CNRS) !

And one of the most eco-efficient in Europe

» Agreement between EPAPS and CNRS in February 2021

Le réseau de chaleur et de froid de Paris-Saclay @ s

Philippe van de Maele, directeur général de I'EPA Paris-Saclay, et Alain Schuhl, directeur général
délégué a la science du CNRS signent la convention CNRS/EPA Paris-Saclay visant a récupérer la
chaleur fatale du supercalculateur Jean Zay. Photo CNRS IdF Gif-sur-Yvette

A A N N

» Goal : Reinject the fatal energy AR AN HC AR AN HH Lovemeres euons
A AN AN AN —
of Jean Zay to heat a whole urban AR pmdonien A

campus (Paris Saclay)

» Operational since 2023 — 4000 MWh/year = 1 000 houses

EPIFORUM | 09/10/2024 |



r o SOME RESULTS ON HPC AND Al CONVERGED WORKLOADS

L.--: In academia and industry

DGEN 380 engine Large Eddy Simulation at take-off conditions
by C. Pérez Arroyo, J. Dombard, F. Duc!
L. Gicquel, N QOdier and G. Staffelbach

(2022) -

Y,

World first-ever :
Institut Pasteur

Full engine

Use of AlphaFold for . combustion model
Identifying new coronaviruses using 1.3k cores on
Joliot Curie
b2 CERFACS
AR S e S SAFRAN Fumm
Sy SES Update: Introducing The World's Largest Open
Multilingual Language Model - BLOOM &

®Computational prediction

* Training on Jean Zay of the biggest open NLP model

* Global collaboration (>1500 researchers), 47 natural and

Al model for playing bridge 13 programming languages

toward explainable Al

+ 176B parameters, more than 400 GPUs used (3 months)

» Multimodal Cognitive Al Agents to
create Human-Machine Interfaces
(a la Neuralink)

INCLUSIVE

NukkAl

BRAINS

EPIFORUM | 09/10/2024 |



SERVING Al ACROSS ACADEMIA AND PUBLIC SERVICES ____
""'a From a wide range of organisations

. France
p # Universités
hua/-

+ many engineering schools

ONERA W QY st (ifi>energies
/—TEENCH AEROSPACE LAB I f re m e r PASTEUR &\/

Institut de Recherche

La science pour la santé pour le Développement
From science to health FRANCE

N [
DIRECTION GENERALE DE LA POLICE NATIONALE
= ~=
77 ircam J’
w bendarmerie wm
DGA | =

i Inserm  INRAZ; ULD IGN

o
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=
w
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MINISTERE
DE LA JUSTICE
Liberté
Egalité
Fraternité
E X EX E 3
PREMIER irection i inistéri MINISTERE “l "‘ Péle d'Expertise
MINISTRE S‘Lriit;noél:il;::rmlnISte”e'Ie DE !.A CULTURE LG,-beOﬂéUVE RNEMENT de la Régulation Numérique
i ASSEMBLEE  Zsaiic X

g Fraternité
Fratermité
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% GENCI

startups (many), SMEs & large groups
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. “ NEW ACCESS MODES AS A KEY OF SUCCESS

| 4

- - Dynamic access (and soon strategic access)

UBefore Jean Zay

= Regular access (twice a year) for large HPC allocations Not fitted for
» Preparatory access (cut-off every month) for code porting / dev. Al needs

dWith Jean Zay

= Dynamic access : permanent access, in few clicks and few days access to
up to 50k GPU hours or 500k CPU hours for 1 year

» [ncrease of IDRIS’ user support (HPC/AI) for user engagement

@ARHPC  ARIA @MADHPC ' ADIA
1733

1500

1000
Dynamic access
extended to HPC and
to all 3 computing centers
in 2022

2019 2020 2021 2022 2023

500
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“ AND USER SUPPORT AND ENVIRONNEMENT

e s Theother key of success

Missions of user support teams
— é
oAbl S
docur:e::::tlon m
0.

Advanced
project support
‘B » Supporting Al projects and users at national level

\‘T .7
Technolog\,r ‘ m
-

Tramlng courses Workshops
» Shared disk space accessible to all users

|¢| /

b
Hotline
(e-mails and phone)

Software
installation

International
Hackathon

Jean Zay computing environment

. -
O P)/TOI’Ch jupyterhub

AlphaFold @

ColabFold

1F TensorFlow

mifiow

) ANACONDA

ip dask

* Storage of voluminous data bases (in size or number of files)

* Storage of [+ huggingface_hub models
More than 220 models and data bases

More than 1,4 Po data

More than 600 millions files and directories

Training courses since 2021

* Practical Introduction to Deep Learning (IPDL)
* 5sessions, 100 people

* Optimised Deep Learning on Jean Zay

* FIDLE (Introduction to Deep Learning )
= 3rd season, 20 sequences of 2 hours,

* IDRIS-NVIDIA International Hackathon for IA and HPC

IDRIS OPEN HACKATHON

* 3 sessions, 27 projects, next session :

ﬁ https://www.openhackathons.org

* 5sessions, 100 people

‘e Introduction ..
roe Deep Learnmg
40 000 hours watched for the 2" season

<A NVIDIA.




an " LOOKING BACK IN THE MIRROR

mm  Some feedback after 4 years of production

dThings we did
» 4 updates in 4 years | — High demand and new GPU features to support

= New access modes and HPC/AI user support (25p)
« Strong efforts from IDRIS and CNRS Sl
« But major stakes on attracting / retaining skills (EuMasterHPC need a 10x increase !)

= Support of containers and Jupyter notebooks
» Served Al research from academia and industry (many startups and groups)
» Paved the path to Cloud access with CLUSSTER following the rr Cloud Strategy

= Setup a repository of models and datasets (>500 models)
 Allow to expose models and reduce download needs (bw, security rules...)

dThings to improve or develop
= Having Kubernetes and SLURM together
» Integrate object based storage alongside with Lustre / ephemeral storage serv.
= Better support of workflows & MLOps services in a Cloud based env.
= Support of longer batch queues ? And dedicated allocations ?
= [nference services : Al for science only or for any inference ?

EPI FORUM | 09/10/2024 |



_ %2 AND SOON IN THE CLOUD WITH CLUSSTER -
k-=-=A Cloud Unifié Souverain de Services, de TEchnologies et d'infrastructuRes bpi ‘ SERVIR AVENIR

o Unified sovereign and secure portal for Al (+ HPC and Quantum)
» Federating existing infrastructures from private and public operators
= Continuum Open Research, Confidential Research & Commercial Activities
= Academic Sector, Industry and public authorities
= Integration European ecosystem: GAIA-X, European Open Science Cloud and Fenix

......

# oneosc S

Industriels Publics Académiques GAIA-X EOSC
-,
..H-ﬂ L% Portail Cloud unifié
OVHCLOUD  QARNOT ATOS
CxIDRIS  Jean-Zay (ZRR)  Cluster H-ZRR

YPERHUS

Recherche Quverte

CVT GENCI  SILECS (Inria) ~ MesoNET

Recherche Confidentielle / Lucrative

INTERFACE DE DEBORDEMENT

bvida— WIS =

s Eicnceon Moot @ &) scenc Ates

EPIFORUM | 09/10/2024 |
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Hyperion Research Announces a 36.7% Increase in

the HPC/AI Market Size

By Doug Eadline

Generative Al to Become a $1.3
Trillion Market by 2032, Research
Finds

June 01, 2023

Bloomberg Intelligence: New Report Finds
That the Emerging Industry Could Grow at
a CAGR of 42% Over the Next 10 Years

Rising demand for generative Al products
could add about $280 billion of new
software revenue

UBS predicts the Al industry's revenue will grow at a ~72% CAGR from
$83Bin 2024 to $420B in 2027.

Three Mile Island

Aonce-shuttered nuclear plant could soon return to the grid.

By Casey Crownhart September 26,2024

Is the GenAl Bubble Finally Popping?

By Alex Woodie

* Computing power for Al is doubling every 100

days and the energy required to run Al is
accelerating with an annual growth of 26%-36%.

Sources: International Energy Agency, 2023 / Intelligent Computing:
The Latest Advances, Challenges, and Future, 2023. / WEF, 2024.

Global Data Center Critical IT Power (Megawatts - MW)
B Non-Al Data Center Critica POW! Al Data Center Critical
160,000
140,000

120,000

100,000

Why Microsoft made a deal to helprestart I I I I I I

2023 2024 2025 2026 2027 2028



SOME ONGOING BATTLES INTO THE Al ECOSYSTEM

L =mm || M: explosion of the number of models since 2022

LANGUAGE MODEL SIZES TO APR/2022 {sx vz sioone.

2022 »

Next:
Models
with
trillions of
parameters

&> Parameters

. Al lab/group

Available

O Closed .

eswarm/bubble plot, sizes linear to scale. Selected highlights only. Alan D. Thompson. April 2022. https://lifearchitect.ai/

& LifeArchitect.ai/models

Almost only closed models available (MT-NLG, GPT3, LaMDA, PaLM...)

EPIFORUM | 09/10/2024 |
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O SOME ONGOING BATTLES INTO THE Al ECOSYSTEM
- mw . LLM: explosion of the number of models (in 2023)

DO

: 108" BLOOM @
Luminous
2008 >4 soomz GLM-130B
1768 ChatGLM-6B
- NLLB
54.5B
PaLM
PaLM-Coder OPT-175B MOS?
Minerva BB3 208 GPT-4
@ Med-PaLM ‘ OPT-IML Undisclosed
' Jurassic-1 Flan-PaLM 175B / ‘. .
178B U-PaLM LLaMA
# Flan-U-PaLM 65B°
Med-PalM 2 @
6B 540B
4> Parameters ‘ YaLM —_
LaMDA 138 Gopher 108 1008
. Al lab/group LaMDA 2 2808

) Bard \ /
Avallable 1378 52B Chinchilla! Flamingo ®
O Closed 6B RL-CAI 70B* B
Claude ®

* Chinchilla scale 9.4B

Beeswarm/bubble plot, sizes linear to scale. Selected highlights only. *Chinchilla scale means T:P ratio »15:1. https://lifearchitect.ai/chinchilla/ Alan D. Thompson. March 2023. https://lifearchitect.ai/

& LifeArchitect.ai/models

20B

6.9B
*

 Open source (Bloom, OPT, Luminous...) vs proprietary models (GPT3, PALM, LaMBDA...)

EPIFORUM | 09/10/2024 |
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R SOME ONGOING BATTLES INTO THE Al ECOSYSTEM
:l=l= M : explosion of the number of mode in 20 /

2023-2024 OPTIMAL LANGUAGE MODELS

- .
S ~
29:1 <

/4
@7 Next..

Google DeepMind Gemini
GPT-4 l Anthropic Claude-Next
Estimate 1.76T MoE g OpenAl GPT-5

16:1 Amazon Olympus

Other stealth projects

>2T
4= Parameters Falcon 180B 20:1

180B
. Al lab/group

20:1
Available
MOSS @
O Closed 208
271

Bubble plot, sizes linear to scale. Selected highlights only. *Chinchilla scale means tol

¢ LifeArchitect.ai/models

kens:parameters ratio 211:1. https://lifearchitectai/chinchilla/ Alan D. Thompson. 2023. https://lifearchitectai/

* Open source (Llama2, OImo, Falcon...) vs proprietary models (GPT4, PaLM2, Claude2...)
« Large models vs over-trained smaller models (Chinchilla laws) EPIFORUM | 09/10/2024 |
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SOME ONGOING BATTLES INTO THE Al ECOSYSTEM

&}
" "N\ LLM : explosion of the number of models (in 2024)

, o ST e o W TR A, » il
GPT-4 Classic : , Claude 3 Opus Olympus
1.76T MoE | p & : N o 21 2T (2024H2)

.

e Nano ® XS @ Small @ Medium L0038 Large 3008 B
Gemini-Nano-11.8B Falcon 2 11B Command-R 35B Qwen2.5 70B Command R+ 104B Grok-2 314B
Mamba-2 2.7B Gemini Flash 8B Mixtral 8x7B Llama 3 70B

Qwen-1.5 110B Inflection-2.5
Phi-3-mini 3.8B Mistral 7B Gemma 2 27B Luminous Supreme Titan 200B Llama 31405B

& Parameters

’ Al lab/group

Sizes linear to scale. Selected highlights only. All 450+ models: https:/lifearchitect.ai/models-table/ Alan D. Thompson. 2021-2024.

& LifeArchitect.ai/models & 450+ more models at LifeArchitect.ai/models-table

* Open source (Llama3, Mistral, Falcon...) vs proprietary models (GPT4, Gemini, Claude, Bard...)
« Large models vs over-trained smaller models and SLMs (Llama3.2 1B better than Llama2 13B)
* Multimodal models, Al Agents, MoE

« RAG and long context windows

EPIFORUM | 09/10/2024 |



as  ANOTHER CHALLENGES TO CONSIDER
i ’ =.A Al 1s THE dominant market

Nvidia H1I00 GPU SN
Shipments by customer

nnnnn

| No GPUs available,
o what now?

How to tackle the shortage of GPUs?

Announcing General Availability of OCl Compute
with AMD MI300X GPUs

Nvidia Shipped 3.76 Million Data-center GPUs in
2023, According to Study

Are you GPU poor? i¥&

Calculate GPU memory requwement and token/s for any LLM

dMay recent GPU shortages with (big) customers ready to pay 150%
New GPU features dedicated to Al — « HPC is converging with Al »

, WRFPe
° WP

J ..|| ||\ |I\

= Al Factories for reaching the critical mass e TR T
[ I : Generation
= EU Chips Act with our own xPU technologies soerion ol FY

HPC market need to adapt

= Exploiting low precision operators / FP64 emulation
for HPC apps

» |[ntegrating Al and HPC
UJANnd Europe too

Theoretical Peak [TFLOP/Sl
o
~N

—_
o
.



ANOTHER CHALLENGES TO CONSIDER
Impacting infrastructures and services

dToday HPC/Cloud infrastructures are hyper provisioned for Transformers
= Scale up level with 8 to tens GPUs/node, HBM and (LP,MR)DDR memory
» |[njection bandwidth per node (400/800 Gbps/GPU), ...
= Quadratic complexity : when input data doubles -> compute/mem is 4x

dBut new alternatives are rising b xLSTM
7 Jal I l a Extended Long

% |Megalodon A2Te Hybrid SSM -Transformer Modl Short-Term Memory

7B

Transformer Alternative

Liquid Foundation Models: Our
First Series of Generative Al
Models

multiplication)

N Computation

Mamba Kolmogorov-

i -
LANGUAGE
Importance to understand the Nc(elt(vxc:\lr)ks 4 RW KVMODEL

Impacts in a mid-term view?

— A Scientific / Industrial Case on Al is needed !

EPI FORUM | 09/10/2024 |



" SOME ONGOING AND NEXT ACTIVITIES FOR GENCI

i mN

Improving support and fostering synergies between HPC and Al

Developing strategic access
= Mix of regular and dynamic access : large and fast dedicated allocations
= Request from the French state, only for few projects (strategic) per year

dImplementing a sovereign Al Cloud in France

= Offering a full continuum of facilities & services from learning, fine tuning to
inference at scale

» From open research, confidential research to commercial activities

O Going converged HPC / Al (and hybrid Quantum) Exascale W|th EuroHPC
» Jules Verne consortium (France and Netherlands) 3
= Leveraging from national experience (GENCI, CEA, SURF)

= Alice Recoque Exascale system will aim 15k next gen GPUs
strongly coupled if possible to EU CPU tech. in 2025/6

= Strong interested on EuroHPC Al Factories call

110/2024 |
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