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GENCI, A FRENCH HPC RESEARCH INFRASTRUCTURE

TGCC/CEA - Ile de France

- Hosting Site for the 2nd Exascale

system (EuroHPC) within Jules 

Verne consortium (FR, NL)

- Hosting Site for the 1st hybrid HPC 

+ Quantum computing 

infrastructure (HQI, HPCQS, 

EuroQCS-France)

Serving yearly 1700 projects in HPC and AI (academia, industry) in 2023 

IDRIS/CNRS - Ile de France

- 1st converged HPC/AI 

system (#AIForHumanity)

- Bring sovereign computing 

facilities / services to AI 

research community 

- >1000 yearly projects in AI

allocated in 2023 !

- > 3700 GPUs in 2024

CINES/FU - Montpellier

- > 70 PF with AMD next 

gen GPUs (>1500) & 

CPUs (>100k)

- Next step before 

French Exascale 

system

EPI FORUM 

#7

09/10/2024
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EVOLUTION OF THE CONTEXT

In particular in AI 

With season #2 in 2023 

toward generative AI
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❑ Objectives 

▪ Bring sovereign HPC facilities for the 

AI community

▪ Foster collaboration between HPC and AI

❑ Converged supercomputer

▪ HPC, AI & HPC/AI > 3700 GPUs

❑ With new access modes and tools

▪ AI software stack, containers, notebooks, 

▪ Repository of models and datasets

❑ Some milestones

▪ Sept 2019 : Jean Zay in production

▪ Mid 2020 and Q1 2022 : 2 successive evolutions

▪ Q2 2024 : New extension (H100) provided by EVIDEN

❑ More than 1000 projects in IA supported in 2023 

▪ NLP, vision, multi modality, explainable AI, robotics…

▪ AI For Science : biology/health, energy, material science…

ET VOILA JEAN ZAY AT IDRIS (CNRS) !

A converged supercomputer for HPC & AI  

125.9 PF 
(FP64)
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❑Computing facilities

▪ Scalar partition

• 720 nodes, 1440 CPU Intel CSL, 

28 800 cores, 1x OPA

▪ Converged partitions 

• 396 nodes quad GPU → 1584 GPU V100 

SXM2 16/32GB, 4xOPA

• 83 nodes octo GPU → 664 GPU V100 or 

A100, up to 768 GB mem, 4xOPA

• 364 nodes quad GPU → 1456 GPU H100 

SXM5 80GB, 512 GB mem, 4xNDR

❑ Storage

▪ 4.3 PB @ 1.2 TB/s full Flash (N1)

▪ 39 PB @ 300 GB/s rotative (N2)

▪ Up to 100 PB tapes (N3)

❑ And the support 

▪ 25p with 13p dedicated for AI 
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ET VOILA JEAN ZAY AT IDRIS (CNRS) !

And one of the most eco-efficient in Europe 

▶ Agreement between EPAPS and CNRS in February 2021

▶ Goal : Reinject the fatal energy 
of Jean Zay to heat a whole urban 
campus (Paris Saclay)

▶ Operational since 2023 → 4000 MWh/year = 1 000 houses
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SOME RESULTS ON HPC AND AI CONVERGED WORKLOADS

In academia and industry 

• Training on Jean Zay of the biggest open NLP model

• Global collaboration (>1500 researchers), 47 natural and

13 programming languages

• 176B parameters, more than 400 GPUs used (3 months)

World first-ever : 

Full engine 

combustion model 

using 13k cores on 

Joliot Curie

Use of AlphaFold for

Identifying new coronaviruses 

09/10/2024

AI model for playing bridge 

toward explainable AI 

• Multimodal Cognitive AI Agents to

create Human-Machine Interfaces

(a la Neuralink)
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SERVING AI ACROSS ACADEMIA AND PUBLIC SERVICES

From a wide range of organisations

+ many engineering schools



Serving AI across industry 
startups (many), SMEs & large groups
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NEW ACCESS MODES AS A KEY OF SUCCESS

Dynamic access (and soon strategic access) 

❑Before Jean Zay

▪ Regular access (twice a year) for large HPC allocations 

▪ Preparatory access (cut-off every month) for code porting / dev.

❑With Jean Zay

▪ Dynamic access : permanent access, in few clicks and few days access to 

up to 50k GPU hours or 500k CPU hours for 1 year 

▪ Increase of IDRIS’ user support (HPC/AI) for user engagement 

Not fitted for 

AI needs

Dynamic access 

extended to HPC and 

to all 3 computing centers

in 2022
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AND USER SUPPORT AND ENVIRONNEMENT

The other key of success
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LOOKING BACK IN THE MIRROR 

Some feedback after 4 years of production

❑Things we did 

▪ 4 updates in 4 years ! → High demand and new GPU features to support 

▪ New access modes and HPC/AI user support (25p) 

• Strong efforts from IDRIS and CNRS 

• But major stakes on attracting / retaining skills (EuMasterHPC need a 10x increase !)

▪ Support of containers and Jupyter notebooks 

▪ Served AI research from academia and industry (many startups and groups)

▪ Paved the path to Cloud access with CLUSSTER following the Cloud Strategy

▪ Setup a repository of models and datasets (>500 models) 

• Allow to expose models and reduce download needs (bw, security rules…) 

❑Things to improve or develop 

▪ Having Kubernetes and SLURM together 

▪ Integrate object based storage alongside with Lustre / ephemeral storage serv.

▪ Better support of workflows & MLOps services in a Cloud based env. 

▪ Support of longer batch queues ? And dedicated allocations ?

▪ Inference services : AI for science only or for any inference ? 
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AND SOON IN THE CLOUD WITH CLUSSTER

Cloud Unifié Souverain de Services, de TEchnologies et d'infrastructuRes
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FAAS VAAS EAAS

❑ Unified sovereign and secure portal for AI (+ HPC and Quantum)
▪ Federating existing infrastructures from private and public operators

▪ Continuum Open Research, Confidential Research & Commercial Activities

▪ Academic Sector, Industry and public authorities

▪ Integration European ecosystem: GAIA-X, European Open Science Cloud and  Fenix
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WHERE NOW WE GO ? 



l l09/10/2024EPI FORUM 

SOME ONGOING BATTLES INTO THE AI ECOSYSTEM

LLM : explosion of the number of models since 2022

• Almost only closed models available (MT-NLG, GPT3, LaMDA, PaLM…)  
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SOME ONGOING BATTLES INTO THE AI ECOSYSTEM

LLM : explosion of the number of models (in 2023)

Fin 2021 : Megatron-Turing 

NLG arrive 

Fin 2021 – début 2022 des 

modèles à 10T modèles 

annoncés par équipes 

chinoises!

- WuDAO 2.0 1.75T

- M6 1T à 10T

4 avril : PaLM un modèle de 

540B de paramètres entrainés 

par Google sur >6000 TPUs

Modèles creux, Switch 

Transformers, Mixture of 

experts (MoE), …

• Open source (Bloom, OPT, Luminous…) vs proprietary models (GPT3, PALM, LaMBDA…)
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SOME ONGOING BATTLES INTO THE AI ECOSYSTEM

LLM : explosion of the number of models (in 2023/4)

• Open source (Llama2, Olmo, Falcon…) vs proprietary models (GPT4, PaLM2, Claude2…) 

• Large models vs over-trained smaller models (Chinchilla laws)



l l09/10/2024EPI FORUM 

SOME ONGOING BATTLES INTO THE AI ECOSYSTEM

LLM : explosion of the number of models (in 2024)

• Open source (Llama3, Mistral, Falcon…) vs proprietary models (GPT4, Gemini, Claude, Bard…)

• Large models vs over-trained smaller models and SLMs (Llama3.2 1B better than Llama2 13B)

• Multimodal models, AI Agents, MoE

• RAG and long context windows 
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ANOTHER CHALLENGES TO CONSIDER
AI is THE dominant market

❑May recent GPU shortages with (big) customers ready to pay 150%

❑New GPU features dedicated to AI → « HPC is converging with AI »

❑HPC market need to adapt 

▪ Exploiting low precision operators / FP64 emulation 

for HPC apps

▪ Integrating AI and HPC 

❑And Europe too 

▪ AI Factories for reaching the critical mass

▪ EU Chips Act with our own xPU technologies 
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ANOTHER CHALLENGES TO CONSIDER
Impacting infrastructures and services

❑Today HPC/Cloud infrastructures are hyper provisioned for Transformers

▪ Scale up level with 8 to tens GPUs/node, HBM and (LP,MR)DDR memory 

▪ Injection bandwidth per node (400/800 Gbps/GPU), …

▪ Quadratic complexity : when input data doubles -> compute/mem is 4x

❑But new alternatives are rising 

❑Importance to understand the 

impacts in a mid-term view? 

→ A Scientific / Industrial Case on AI is needed ! 
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SOME ONGOING AND NEXT ACTIVITIES FOR GENCI 

Improving support and fostering synergies between HPC and AI

❑Developing strategic access 

▪ Mix of regular and dynamic access : large and fast dedicated allocations 

▪ Request from the French state, only for few projects (strategic) per year

❑Implementing a sovereign AI Cloud in France 

▪ Offering a full continuum of facilities & services from learning, fine tuning to 

inference at scale 

▪ From open research, confidential research to commercial activities 

❑ Going converged HPC / AI (and hybrid Quantum) Exascale with EuroHPC

▪ Jules Verne consortium (France and Netherlands) 

▪ Leveraging from national experience (GENCI, CEA, SURF)

▪ Alice Recoque Exascale system will aim 15k next gen GPUs 

strongly coupled if possible to EU CPU tech. in 2025/6

▪ Strong interested on EuroHPC AI Factories call 
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