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EPI MAIN OBJECTIVE
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To develop European microprocessor and accelerator technology

Strengthen competitiveness of EU industry and science

BSC, SemiDynamics,

EP AC EXTOLL, FORTH, ETHZ,
UniBo, UniZG, Chalmers,

CEA, E4, Menta, ZPT, ...

SiPearl

Rhea

RISC-V based
Accelerators

Arm-based
general purpose
CPU
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RISC-V based

Pilot based
IIGEER

EPI- | ;ﬁ EPI-2 Next project(s)
EPAC test chip 1.0 - Rheal Go-To-Market @@= FU Chips act
P EPAC Demonstrator related

>20I5—20I8 >> 2019 - 2021 >> 2022 - 2024 >>2025-...>

[gﬂ?w H2020 projects ///IJSESPJ

HPC ecosystem exploration

E Centers of Excellence in HPC Applications }
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VISIONS AND COLLABORATIONS

VEC - Self-hosted RISC-V CPU + wide VPU
(256 double elements) supporting RVV 0.7.1 /1.0

STX - RISC-V CPU + specific cores for stencil and
neural network computation

VRP - RISC-V CPU with support for variable
precision arithmetic (data size up to 512 bit)

eFPGA - On-chip reconfigurable logic

Ziptillion - IP compressing/decompressing data
to/from the main memory

KVX - FPGA demonstrator of the Kalray RISC-V
CPU targeting HPC and ML

HIPEAC Conference, Jan 16-18, 2023 - Toulouse
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Sofware
Development
Vehicles (SDV)

STX

VRP

demonstrator

eFPGA

Ziptillion
COLLABORATIONS
EPAC FhG, E4, UniBo
SMD, BSC, Extoll,
UniPi, T ETH, FhG

BSC, FORTH

KVX

FPGA

FORTH, UNIZ,
Chalmers,

FORTH

BSC
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ZeroPaint,
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EPAC: A RISC-V ACCELERATOR
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M Coherent
fl Interface

AVISPADO 220 WITH VPU

RISCV64GCV .

Gazzillion g

o] o
T

= SV48 o

= 16KB I$
= Decodes v0.7, v1.0 vector spec ﬂ
= 32KB D$

= Full hardware support for unaligned accesses

e VFIQ mi

= Coherent (CHI) -3“* PJ:.E-TM‘;"VPU

= Vector Memory (vle, vise, vixe, vse, ...) processed by MIQ/LSU

Courtesy Semidynamics
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VECTOR PROCESSING UNIT

Architecture Vector register size (1 cell = 1 double element)
Intel AVX312 D1 D2 D3 D4 D53 D6 DF D3
ArmMNeon D1 D2

Am SVE @ A64FX | D1 D2 D3 | B4 | D5 D6 | D7 | D8 |

NECAuroraSX D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 DH1 D12 Di3 D14 D15 D16 .. D256
RISCVEPACVec DI D2 D3 D4 D5 D6 D7 D8 DS D10 Di1 D12 D13 D14 D15 D16 .. D256

= Implementation

= Long vectors: 256 DP elements
= #Functional Units (FUs) << Vector Length (VL)

= 1 vector instruction can take several (32) cycles

= 8 Lanes per core
= FMA/lane: 2 DP Flop/cycle

= 40 physical registers, some out of order
= Vector length agnostic (VLA) programming and architecture

' F. Minervini, et al.“Vitruvius+: An Area-Efficient RISC-V Decoupled Vector

Coprocessor for High Performance Computing Applications” [TACO-2022-50]
Mon 16 at 16:00 — Auditorium Saint Exupéry (level 2)
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EXAMPLE: VL =3
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Scalar Vector

O 1w+ >»
O nw+ >

VL=3 VL=3 VL=2
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EPAC PROGRAMMING ENVIRONMENT

Applications

Programming Model
(OpenMP, MPI)

Libraries (FFTW, SpMV, ...)

Scheduler (Slurm)

Compiler (LLVM)

OS (Linux)

Hardware
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HOW TO USE THE V-EXTENSION?

Assembler
Always a valid option but not the most pleasant
C/C++ builtins
Low-level mapping to the instructions
Allows embedding it into an existing C/C++ codebase
Allows relatively quick experimentation
#pragma omp simd (aka “Semi automated vectorization™)

Relies on vectorization capabilities of the compiler

Usually works but gets complicated if the code calls functions
Also usable in Fortran
Autovectorization
Let’s the magic happen

HIPEAC Conference, Jan 16-18, 2023 - Toulouse



RISC-V VECTOR EXTENSION (RVV) COMPILER

LLVM support for the evolution of the RISC-V Vector (RVV) Extension

Intrinsics

Autovectorization

vold SpMV_vec(double *a, long *ia, long *ja, double *x, double *y, int nrows) {
for (int row = @; row < nrows; rowt) |
int nnz_row = ia[row + 1] - ia[row];
unsigned long gvl; // granted vector lengths
int idx = ia[row];
_ epi_1xfe4 v_a, v_x, v_prod, v_partial res;
_ epi_1xif4 v_idx row, v_three;

European
Processor

I RV 0.7

. 1}
v_partial_res = |

y[row]=2.8;
v_partial_res = _ builtin_epi vbroadcast_lxfe4(@.a, gvl); void target immer 3d () {
for(int colid=8; colid<nnz_row; ) { //blocking on MAXVL for (i} { -
gvl = _ builtin_epi vsetvl(nnz_row - colid, _ epi e&4, for () {
v_a = _ builtin_epi vload_lxf64(&a[idx+colid], gvl); #pragma clang loop vectorize (enable)
v_idx_row = _ builtin_epi vload_lxic4(&ja[idx+colid], gvl); for (k) {
v_three = _ builtin_epi vbroadcast_Ixi64(3, gvl); lsp = LAP;
v_idx_row = _ builtin_epi wsll 1xi64(v_idx row, v_three, gvl) v[IDK3 1(i,9,k)] = 2.£*u[IDX3 1(i,3,k)]
v X = _ builtin_epi vload_indexed_ 1xf64(x, v_idx_row, T _w[IDK3 1(i,3,k)]+vp[IDK3 (1,3, k)] lap;
v_prod = _ bu -

float complex A[n][n]:

1 .
gvl)s colid += gvl; float complex templ, temp2;
y[row] += _ builtin for (inmt j = 0; 7 < oy j++) {
- - if (x[3] != ZERO || ¥[3] !'= ZERC) {
} templ = alpha * conjunctiom{creal(v[3jl), cimag{wv[jl)):

temp2 conjunction(creal (alpha * x[j]), cimag(alpha * x[i])):
#pragma clang loop vectorize(assume safety)
for (int i = 0; i <= 3 - 1; i++) A[i1[j] = A[i] []]

} else A[31[3] = creal (R[3]1[3]):

A[31[3] = creal(R[J]1[]]) + creal(x[j] * templ + ¥[j] * temp2);

+ x[i] * templ + y[i] * temp2;

HIPEAC Conference, Jan 16-18, 2023 - Toulouse
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EPAC TIMELINE

EPAC 1.0 test chip EPAC |.5 tapeout EPAC 1.5 test chip

HIPEAC Conference, Jan 16-18, 2023 - Toulouse 12
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RISC-V PLATFORMS:
COMMERCIAL AND FPGA-BASED

I:D "’_‘ (NRRRERRRRRRRRARRRRRRRRk)
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he World’s Fastest Native RISC-V. Development Platform

B sitive

—
COMPUTER
ENGINEERING

Cluster of 10 HiFive Unmatched
Operated as a standard HPC cluster

(SLURM, modules, ...)

Operated as a standard HPC cluster
once the FPGA is configured

14
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RISC-V PLATFORMS: COMMERCIAL AND FPGA-BASED

Self hosted RISC-V vector node @ 50 MHz
Scalar RISC-V commercial platforms coupled with

[Jeracip EPAC development

l:‘ FPGA specific interfaces

FPGA V37P

N Hard_ware/Software _infrastructu re for
s e Continuous Integration and RTL check
m LR Registe.rs ———
\ - Playground to demonstrate

a full HPC software stack

Network

Linux, compiler, libraries, job scheduler, MPI

]
: ]
HiFive Unmatched

16 GB
SiFive SiFive LPDDR
U740 U740

Platform to test latest RTL with complex codes

1 GbE <

Advances performance analysis tools

1 SiFive SiFive
L U740 U740 SSD
1 256 GB User

) . Accurate timing available
RISC-V scalar commercial

HIPEAC Conference, Jan 16-18, 2023 - Toulouse 15
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SOFTWARE EMULATOR: VEHAVE

Compile using the RISC-V Vector extension (RVV) Compiler
Obtain a binary with vector instructions
Run in a commercial RISC-V platform (scalar CPU)

Obtain a trace with detailed information about the vectorization HF
IFIv

- . ‘*y
g=——~  Unmatched
"leg al "leg al a - = = = e T S ———
instruction instruction & Leas B
Scalar Scalar
o code \(ector code , i, SRR
instr.
emulation Commercial RISC-V platform (scalar CPU)

HIPEAC Conference, Jan 16-18, 2023 - Toulouse 16
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SOFTWARE EMULATOR: VEHAVE

PROS:

Useful to understand the level of vectorization
achieved by the code

lllegal lllegal Easy to use and accessible with no need of
instruction instruction hardware infrastructure

Scalar Scalar It supports RVV-0.7 and RVV-1.0

code \{90:0" code Output compatible with Paraver
instr.
emulation
CONS:
Slow

No information about performance (no timing)

HIPEAC Conference, Jan 16-18, 2023 - Toulouse
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1ST STEP: STUDY WITH VEHAVE
Compression algorithm applied to a GEMM
Compile an application e e o
Relying on autovectorization, 8 venv.v.f

329 ns 7l ns [ vle3z2.v

with intrinsics, pragmas or assembly vimacci |wimvrd [T R ] Vaeszv L2 ) O vmvir.v
N vse3z.v
Study the output of the compiler --ﬂ-m 0 vsetvli

Run with emulation enabled

vector instructions @ gemm_comp_256 4896 m.prv

1 vehave . vimacc.vv
Collect execution traces B vinv.v. f
Visualize and study traces - T Bz
B vmvzr.v
v f £ [ vie16 . ||
e e
O vnsri.wi
[ vsels.v
How well the code is vectorized? B vsetvli
w B vsll.vi
. 7 The compression algorithm generates A Both codes have an issue with W vwevt.x.x.v
Feedback to the compiler team _L the expected vector instructions. the vsetvli instructions
. . . . Feedback to the developers:
Guidelines to the application developer ¢s Bad practice in writing their code J

HIPEAC Conference, Jan 16-18, 2023 - Toulouse 18
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2ND STEP: RUN ON FPGA-BASED SOFTWARE
DEVELOPMENT VEHICLES
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_ Self hosted RISC-V vector node @ 50 MHz
Same RTL of EPAC mapped into FPGA

One tile (i.e., single core)

FPGA development kit [ leracr
—[—

Running at 50 MHz :PGAVS?P
Registers

Full HPC software stack and
execution environment

Binary compatibility
Shared storage (NFS)

Multi-user / Multi-node (via MPI)
. HiFive Unmatched
Standard debug and performance analysis tools for HPC —
1 GbE
___ SiFive SiFive
L U740 U740 SsSD
1 256 GB

RISC-V scalar commercial

HIPEAC Conference, Jan 16-18, 2023 - Toulouse
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2ND STEP: RUN ON FPGA-BASED SOFTWARE
DEVELOPMENT VEHICLES

p |
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Self hosted RISC-V vector node @ 50 MHz

Added values:

VCU128

Test the platform before the hardware is available N ——

FPGA V37P

Test the effect of hardware design on complex
codes before freezing the architectural specs -

AXI

Crossbar

Develop system-software, libraries and
applications on top of a full HPC software stack

L2HN

Allow co-design between hardware and all

software layers

[]eracip

l:‘ FPGA specific interfaces

JTAG/UART—>»
Host PC
PCle———>»
Y ———

Network

In the end, SDV enables RISC-V in HPC! HiFive Unmatched

SiFive
U740

SiFive
U740

16 GB
LPDDR

m SiFive
. U740

SiFive
u740

1 GbE

SsSD
256 GB

J

RISC-V scalar commercial

HIPEAC Conference, Jan 16-18, 2023 - Toulouse
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EXAMPLE OF STUDY ON FPGA-SDV #1

TEST OF HARDWARE CONFIGURATIONS

Initiative

How sensitive are vectorized/non vectorized codes to the latency accessing the memory?

Vectorized — Reference -+
Self hosted RISC-V vector node @ 50 MHz 1.20
FPGA development kit [ eeacre 1.00 -
VCU128 l:‘ FPGA specific interfaces
— Configurable delay =~ — 0.80
MMMMM 2
,W‘ CHIZAXI JTAG/UART—>» ) 0 60 =
‘ VPU |NOC cAXIb g
= ||| e eSS ©0.40 -
L > -
0.20
0.00 0 32 80 96 128
Latency [cycles]

HIPEAC Conference, Jan 16-18, 2023 - Toulouse 21



EXAMPLE OF CO-DESIGN STUDY #2

DEVELOPMENT OF OPTIMIZED LINEAR ALGEBRA LIBRARIES

Sparse Matrix-Vector multiplication

Naive implementation struggles taking advantage of the vector unit

Implementation of “vector friendly” SpMV algorithm: Sell-C-sigma Divergent Flow Control

Window size of 6 rows

Natural representation ELLPACK by block ELLPACK window

HIPEAC Conference, Jan 16-18, 2023 - Toulouse

(MAXnnz)
4 4 4 4 2
4 3 1 0 0

1

2 Sort rows
3 within

the window
4

N O = S 0 T =1 W

Slice of C rows

o =1 oy o

SELL-C-o slices
(o=8,C=4)

Row order vector
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3RD STEP: SIGNAL ANALYSIS ON FPGA-SDV
INTEGRATED LOGIC ANALYSER
- vinstr_in_flight @ spmv_sellcslib.twotone.mtx.0L.ila_ext.prv + 0

Fine grained analysis (at level of instructions)

Is possible N
Graphical representation of timelines *\I_FLW E—rﬂn\ —

In depth study can help highlighting: - Top of ROB @ spmv_sellcslib.twotone.mtxL ila_ext.prv +©Q
Low usage of the vector unit i L il
Feedback to the code developer '~ Memory Operation (extended data model) @ spmv_sellcslib.twotonemtxoLil:  + €
Suboptimal saturation or resources (FU, mem) 3’5-7 = == —hhmr-
Feedback to the RTL implementation team - o Load or store strobe @ spmv.sellcslib.twotone.mbcoLila_ext.prv 1: g
Suboptimal overlap of instructions e L T L L

8,287 ns 12,871 ns

Feedback to the compiler team (improve scheduling) L T—————

+ ©
(I | I

8,287 ns 12,871 ns

w
ila
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SUMMARY

EPI develops the first RISC-V based accelerator targeting HPC leveraging the V-extension
RTL design of a Vector Unit

LLVM compiler support for the V-extension

While RTL is becoming actual hardware, EPI develops tools for boosting the co-design cycle: Software Development Vehicles
Emulator of V-instructions (Vehave)
Commercial RISC-V-based clusters Evaluate relevant

FPGA-SDV: self-hosted RISC-V core coupled with a VPU on FPGA HPC kernels

Performance analysis tools

We can leverage SDVs to:

Influence hardware design Adapt system
software

Provide insights

. o to architects
Improve compiler autovectorization and support

Prepare and tune codes and libraries for long-vector architectures

Modify RTL
accordingly

Interested in testing your code on EPAC?
HIPEAC Conference, Jan 16-18, 2023 - Toulouse (3 Filippo Mantovani filippo.mantovani@bsc.es 24
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= Stream 3 leader and responsable for SDV:

= Filippo Mantovani filippo.mantovani@bsc.es

= EPI General Manager:

= Etienne Walter etienne.walter@atos.net

HIPEAC Conference, Jan 16-18, 2023 - Toulouse

. WwWWw.european-processor-initiative.eu

’ @EuProcessor

’ European Processor Initiative

. European Processor Initiative
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This project has received funding from the European High Performance
Computing Joint Undertaking (JU) under Framework Partnership Agreement No
800928 and Specific Grant Agreement No 101036168 EPI-SGA2.
The JU receives support from the European Union’s Horizon 2020 research and
innovation programme and from Croatia, France, Germany, Greece, Italy,
Netherlands, Portugal, Spain, Sweden, and Switzerland. The EPI-SGA2 project,
PCI12022-132935 is also co-funded by MCIN/AEI /10.13039/501100011033 and
by the UE NextGenerationEU/PRTR.
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