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Outline
1. European Processor Initiative (EPI)


• RISC-V vector processor design, LLVM compiler, test chip


2. MareNostrum Experimental Exascale Platform (MEEP)


• Multi-FPGA architecture evaluation, software stack development


3. Cavatools


• Open-source software RISC-V simulator for large applications


There are more projects not covered in this talk 
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EPI Program Roadmap
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1ST GENERATION EPI CHIPS

General Purpose Processor (GPP) chip
◼ 6 nm, chip-let technology

◼ ARM-SVE tiles
◼ L1, L2, L3 cache subsystem + HBM + DDR
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RISC-V Accelerator Demonstrator Test Chip
◼ 22 nm FDSOI
◼ Only one RISC-V accelerator tile
◼ On-chip L1, L2 + off-chip HBM + DDR PHY
◼ Targets 16 DP GFLOPS per core (vector processor only)  H
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CONTRIBUTING 
PARTNERS:

◼ BSC

◼ CEA

◼ Chalmers

◼ E4

◼ ETH Zurich

◼ Extoll

◼ FORTH

◼ Fraunhofer

◼ Semidynamics
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EPAC ARCHITECTURE VIEW 
◼ Shared L2 cache banks

◼ Cache coherent NoC
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ACCELERATOR TILE

GPP NoC  Bridge

NOC 
CrossPoint

L2$

GPP NoC  Bridge

L2$

EPAC ARCHITECTURE VIEW 
◼ Up to 8 vector processors

◼ Vector Lanes act as tightly 

coupled (ISA mapped) 
acceleration units to the 
scalar core in the vector 
processor 


◼ Heavily pipelined

◼ RISC-V vector extension 

compliant
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◼Up to 8 Specialized Units 

◼The STX Units act as 

loosely coupled, memory 
mapped acceleration units 
to the scalar cores

◼Fast single-cycle MACs in 

parallel
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ACCELERATOR TILE
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◼ At least one Variable 
Precision unit


◼ The variable precision co-
processor act as 
execution unit extension 
to the scalar core
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MEEP

Formerly the European Exascale Accelerator Project

• FPGA infrastructure for rapid hardware 
architecture evaluation


• Vehicle for interactive development of 
software stack at reasonable speed


• Digital laboratory for hardware-software 
co-design, testing and evaluating future 
exascale accelerators and systems
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FPGA Platform
• FPGA with HBM models accelerator chip


• Reduced number of cores/vector lanes


• Lower clock speed


• Module/PCB structure models real system


• Fewer cores/chiplets/modules


• Time-shared communication channels


• Reasonable functional approximation of real 
system running at 1-10% real time
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Software Stacks
• Real ecosystem based 

on MareNostrum 
supercomputer @ BSC


• FPGA platform for 
software development


• Co-design compiler/
runtime and hardware 
architecture


• Full system performance 
evaluation using real 
HPC applications
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Cavatools
• Software simulation toolkit for performance 

analysis of real applications


• Virtual RISC-V Linux machine


• Execution-driven pipeline simulator


• Real-time noninvasive viewer for 
instruction-level stalls, cache misses


• Fast enough to evaluate new architecture 
running large production programs


• 100+ MIPS on 4-core x86 laptop


• Open source
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Demo Video
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Conclusion
• RISC-V accelerator and supercomputing projects at BSC


• EPI — classical vector processor design with “V” instructions


• MEEP — FPGA emulation platform for RISC-V HPC systems


• Cavatools — software simulator for co-design evaluation of custom 
instruction extensions on real applications


• More RISC-V projects not presented


• Visit www.bsc.es
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