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Chip Design Manuf.

IBM POWER9

NVIDIA Volta GV100

Sunway SW26010

How to bring back 

Europe into processor 

race ?



homogeneous

heterogeneous, accelerated
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China

US

Japan

Sierra / LLNL, 2019
IBM P9 + NVidia GPU
125 petaflops (peak)

(2021)
Aurora / ANL
Intel Xeon + Xe
>1.0 exaflops (peak)

(2021)
Frontier / ORNL
AMD CPU + GPU
~1.5 exaflops (peak)

Summit / ORNL, 2019
IBM P9 + NVidia GPU
200 petaflops (peak)
148.6 petaflops

(2020-2021)
Tianhe-3 / NUDT
Matrix-3000
>1.0 exaflops (peak)

(2020-2021)
Fugaku / RIKEN
A64FX (Armv8.2+SVE)
>0.5 exaflops 

Tianhe-2a /NUDT, 2018
Intel Xeon + Matrix-2000
94.97 petaflops (peak)

Tianhe-2 /NUDT, 2013
Intel Xeon + KNC 
33.86 petaflops (peak)

K / RIKEN, 2011
SPARC64 VIIIfx
11.28 petaflops (peak)
10.51 petaflops

Sugon Exa-prototype
Hygon CPU  + DCU

NRCPC Exa-prototype
SW26010 based

Sunway TaihuLight /NRCPC
SW26010
125.43 petaflops (peak)

(?)
Hygon CPU + DCU
?

(?)
?
?

Europe approach ?
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https://www.theverge.com/2018/10/22/18011138/china-spy-chip-amazon-apple-super-micro-ceo-retraction
https://www.theverge.com/2018/10/22/18011138/china-spy-chip-amazon-apple-super-micro-ceo-retraction
https://www.businessinsider.in/a-group-of-researchers-showed-how-a-tesla-model-s-can-be-hacked-and-stolen-in-seconds-using-only-600-worth-of-equipment/articleshow/65761310.cms
https://eu.freep.com/story/money/2018/01/13/car-hacking-threat/1028270001/
https://www.eteknix.com/nsa-may-backdoors-built-intel-amd-processors/
https://www.pearse-trust.ie/blog/the-us-cloud-act-v-the-eus-gdpr-data-privacy-security
https://www.defensenews.com/global/europe/2018/08/01/a-jet-sale-to-egypt-is-being-blocked-by-a-us-regulation-and-france-is-over-it/
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SGA1

(EPI Phase 1)

H2020

36 months (Dec. 2018 →

Nov. 2021)

Coordinator:  ATOS

27 partners, 10 countries

Budget: 80 M€

Common platform

General purpose processor

Accelerator

Automotive
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• Adopt Arm general-purpose CPU core with SVE / vector acceleration in the first 

EPI chip

• Develop power management solutions for the EPI chip

• Develop acceleration technologies based on RISC-V for better DP 

GFLOPS/Watt performance

• Inclusion of MPPA for real-time application acceleration

• Inclusion of eFPGA for reconfigurable logic

• Supply sufficient Memory Bandwidth (Byte/FLOP)

• Focus on programming models to include accelerations.

• Develop a Common Platform to enable EPI accelerations and that eases incremental 

roadmap implementation
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http://www.european-processor-initiative.eu/
https://twitter.com/EuProcessor
https://www.linkedin.com/company/european-processor-initiative/
https://www.youtube.com/channel/UCGvQcTosJdWhd013SHnIbpA/


ARM MPPA

eFPGA EPAC

HBM
memories

DDR
memories

PCIe gen5
links

HSL
links

D2D links
to adjacent 

chiplets
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EPAC

STX

VPU

VRP

Bridge to GPP

Bridge to GPP
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EPI Common 
Platform 

PCI card

EPI BMW 
Adas demo

EPI HPC Blade

EPI Mother Board

HPC 
Chip
EP2710

Proof of concepts are 100% paid by EU and 
are made the best experts in their domain

HPC blade

Automotive PoC

PCIe daughter card
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NoC: network on chip

HSL: High speed links (with memory coherent support)

Interposer / Package integration

Memory-Coherent Network-on-Chip in 2D-mesh topology 
+ Distributed system-level cache

Armv8 
Core

EPAC 
Accel.

...

eFPGA 
block

Armv8 
Core

MPPA 
Accel.

...

: :

...

...

....

.... ...

.......

...

...... ...

:

... ....

:

integrated
HBM2E 
Stacks

DDR5/4 
channels

Die to Die
links

PCIe ports
or High speed links

Silicon Die

Security
Power 

management 
& Controller





Power 
Controller

VRM

BMC
PE

S

Operating System

Application

System Management / RM

GovernorsIn band

Hints/Prescription

Power Cap Energy vs. 
Througput

DIMM

RJ45

S
y
s
te

m
 M

a
n
a
g
e
m

e
n
t 

/ 
R
M

Out of band
Node Power Cap

RAS

Main Archi. Blocks w. :
- Sensors (PVT, Util, archi)
- Controls (f,Vdd,Vbb,PG,CG)

- In band a.k.a low latency / user-
space telemetry (power, perf, …)
- O.S. PM governors: 

- cpufreq/ cpuidle
- Based on O.S. metrics
- Slow & often unused

- Low latency PM requests and/or 
suggestions

- From the Application/run-time

- Power cap => Max perf @ P<Pmax
- Energy => Min Energy @ f=f*
- Throughput => F > Fmax @ T,P<Max

- Out-of-band – zero overhead 
telemetry

- Node Pcap – Max perf @ Pnode<Pmax
- RAS – error and conditions reporting

GPP 

chip



Intel IBM ARM AMD Cray Fujitsu

S, M, A, T N, S, M, A, T, U S, M, T N, S, M, A, T N, S, M, A, N N, S, C, M
1ms 500us,10ms 

aggregation 

16ms for T & 

U, 100ms 

aggregation

1-10KHz with 

SCP

1 sec (C ), 

1ms (G)

OOB 

(100ms)

1ms (N),     

~ns - model 

based (C)

S, M N, S, M, A S, M N, S, M, A N, S, M, A S, C, M, 
RAPL 1ms 

(in-band), 

DVFS 500us  

10-100ms 1-10KHz 

(100ms to 

1s)

~secs DVFS, RAPL, 

min-max 

range, 10-

30s at job 

launch

DVFS, 

Decode 

Width, 

HBM2 B/W

Interfaces, 

Tools, etc

RAPL MSRS, 

msr-safe, 

libmsr, PAPI, 

likwid

OpenBMC, 

amester, 

Memory Map

ACPI, SCP 

(sys ctrl 

proc), IPA 

(intelligent 

allocator), 

PAPI

Likwid, 

PAPI, 

Memory 

Map

CapMC, 

PAPI, Cray 

BMC 

interfaces

Power API, 

PAPI

Monitor 

(Domain,Gra

nularity)

Control 

(Domain,Gra

nularity)

Socket (S), Core (C), Memory (M),  Accelerator (G), Node (N), Utilization (U), Temperature (T)

Source PowerStack19

EPI power management design targets:

- Support for fine grain power 

monitoring, and control

- An higher performance power 

controller capable of supporting

advanced power control algorithms. 
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Interposer / Package integration

Memory-Coherent Network-on-Chip in 2D-mesh topology 
+ Distributed system-level cache

Armv8 
Core

EPAC 
Accel.

...

eFPGA 
block

Armv8 
Core

MPPA 
Accel.

...

: :

...

...

....

.... ...

.......

...

...... ...

:

... ....

:

integrated
HBM2E 
Stacks

DDR5/4 
channels

Die to Die
links

PCIe ports
or High speed links

Silicon Die

Security
Power 

management 
& Controller



Compiler Infrastructure

Processor & Hardware IPs

Virtualization Layer

Programming Model

Low-Power Silicon Technology

https://github.com/pulp-platform





PM 

task

• Read voltage regulator, 

power, status (VR)

• Power model update

T 

control

Watchdog reset 

Write power controller settings

Write to internal memory telemetry data

Read PVT sensors

Read workload from O.S.

Read target P/C state settings, power budget

Read Pending BMC requests

Compute controller settings

BMC

• Read pending command queue

• Decode Command/data

• Perform action:

• Change target P/C state, power budget

• Set pending BMC 

• Ask telemetry data

[ICECS19] A. Bartolini et al.  A PULP-based Parallel Power Controller for Future Exascale Systems
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