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EPIOVERVIEW

DENIS DUTOIT (CEA)
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HIGH PERFORMANCE COMPUTING EVOLUTION

Source CEA
« ) : .
High Performance| R0 ey R T
Computin g New workloads - More computing performance (Ops Heterogeneity:
per second), also for simple operations Generic processing +
(FP16,FP8,INT...). accelerators
Analyze - Energy efficiency (Ops per Watt). Low power design
Massive volume of - Increased Bytes per Flops. New type of
=3 @ data - High bandwidth/low latency access to memories and
o]
R - more and more data. associated
Data out integration

m) 10x energy efficiency

* Starting from high improvement every 4 years
performance compute only]

HPC evolves towards:

m) 4x data amount every 4
* New workloads

® Massive volume of data

- J TERA1000 - CEA
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TECHNOLOGY SCALING TRENDS

42 Years of Microprocessor Trend Data

Processor performance is fueled by . , , ! , -
semiconductor technology scaling. o I T et 77 Transistors
N N T e T At | (thousands)
But silicon technology reached, 10 | | | 4 o\
reaches and will reach successive 1P I R N o fg_:ﬁ_n_m_: _____ N o | Single-Thread
. _ | | A A 002 ®° Performance
llmlts'or walls: frequencg, power, . 3 3 A‘i‘“ ..’.’5.. (SpooINT x 107)
— : : A A ; | _
transistor density. 10 | £2 rﬁd |
. . s Wfans INWpRIEA &y | Frequency (MH)
Architecture evolution is the answer 1w A-A----h--‘oe--t-j L .
for recovering from technology ) LA, eMaT . I Typical Power
walls. 107 - BT R R A VIRF Y ol o (Watts)
1 ‘ m B vv 'v"! ¥y MRS o Number of
But it causes complex system 10 [, 4 " vy oY v d :‘t A ‘| Logical Cores
design (HW and SW) 10° —i: rrrrrrrrrrrr ‘ ————— : rrrrrrrr ; ————— o::«::mm::m rrrrrrrrrrrrrrrrrrrrrrrrrr -
And design cost is increasing ' ' i '
1970 1980 1990 2000 2010 2020
Year

Original data up to the year 2010 collected and plotted by M. Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Hammond, and C. Batten
New plot and data collected for 2010-2017 by K. Rupp
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COMPUTE NODE ARCHITECTURE EVOLUTION

Performance = ~nb cores

CPU CPU CPU CPU

Cache Cache Cache Cache 5
CPU CPU CPU CPU
Cache Cache Cache Cache \
Performance = ~frequency Cache 10 wol 0 :

NoC + LLC

{ayde)
8yJED  8uvey B8ydeD  8uvey
Ndd> ndd Ndd> ndd
ayoeD)  ayoep ayoeD)  ayoep
Nndod ndo Nndod ndo

Performance = ~architecture

,—%

(Network
InterConnect)

= Today: processor architecture choice is driven by energy efficiency

Copyright © European Processor Initiative 2020. EPI Tutoria/HIPEAC 2020, Bologna/22-01-2020 S
ource CEA



54™ EDITION OF THE TOP500 LIST (NOVEMBER 2019)

Top#1 performance today: Rank Site

0.2 10® Flop/s Peak 1 DOE/SC/Oak Ridge

National Laboratory

It is 1/5 of Exascale level of United States

performance

2 DOE/NNSA/LLNL
United States

Center in Wuxi

#3: China 1N China

CICTT

IBM POWER9

. NVIDIA Volta GV |
Processor design & olta GV100 E

technology: Sunway SW26010
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National Supercomputing

500

The List.

Rmax Rpeak Power

System Cores (TFlop/s) (TFlop/s) (kW]

Summit - IBM Power System AC922, IBM
POWERS 22C 3.07GHz, NVIDIA Volta GV100,
Dual-rail Mellanox EDR Infiniband

IBM

2,414,592 148,600.0 200,794.9 10,096

Sierra - IBM Power System AC922, IBM
POWER9 22C 3.1GHz, NVIDIA Volta GV100,
Dual-rail Mellanox EDR Infiniband

IBM / NVIDIA / Mellanox

1,572,480 94,640.0 125,712.0 7,438

Sunway TaihuLight - Sunway MPP, Sunway 10,649,600 93,014.6 125,435.9 15,371
SW26010 260C 1.45GHz, Sunway
NRCPC

* X %
Hotv to brlngtack

Eurb‘rpe into proc?éssor
* ) X




RACE TO EXASCALE

CPU architecture choice:

Japan approach: Arm/SVE
(homogeneous)

China approach: Custom many-cores
(homogeneous)

US approach: x86 + GPU
(heterogeneous)

Europaapp;oach !

* *
x *
x

*
* 4 K
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K / RIKEN, 2011 Japan (2020-2021)
SPARC64 VIIIfx 'Fugaku / RIKEN
11.28 petaflops (peak) ' AGAFX (Armv8.2+SVE)
10.51 petaflops >0.5 exaflops
ihuLi N | ?
) Sunway TaihuLight /NRCPC 'NRCPC Exa-prototype i (?
China - swasoio SW26010 based N
125.43 petaflops (peak) | ] ?
Tianhe-2 /NUDT, 2013 Tianhe-2a /NUDT, 2018 '(I'Zigrff?:gz/ll\)lUDT ~ homogeneous
Intel Xeon + KNC — |Intel Xeon + Matrix-2000 | -~ > | ) 1
33.86 petaflops (peak) 94.97 petaflops (peak) LELD e RLY 1
’ ' >1.0 exaflops (peak) |
Sugon Exaprotope [
'Sugon Exa-prototype !
—
%Hygon CPU + DCU : I;Iygon CPU+DCU
| o o | .
N (2021)
Aurora / ANL
Summit / ORN L, 2019 Intel Xeon + Xe !
IBM P9 + NVidia GPU >1.0 exaflops (peak) 1
200 petaflops (peak) ‘
148.6 petaflops 1(2021)
Sierra / LLNL, 2019 'Frontier / ORNL
IBM P9 + NVidia GPU AMD CPU + GPU
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125 petaflops (peak)

§~1.5 exaflops (peak)

heterogeneous, accelerated
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EUROPE'S AMBITION: EUROHPC

Developing a new European
supercomputing ecosystem: HPC
systems, network, software,
applications, access through the
cloud

Making HPC resources available to

public and private users, including
SMEs.

Stimulating a technology supply
industry

Copyright © European Processor Initiative 2020. EPI Tutorial/HIPEAC 2020, Bologna/22-01-2020
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EuroHPC

EUROPEAN PROCESSOR INITIATIVE

Design a roadmap of future European low power processors

Common platform = CoDesign, Platform for hardware and software,
Power management, Modeling and Simulation SGAI
General purpose processor = High Performance General Purpose Processor for HPC (EP' Phase |)
Accelerator = High-performance RISC-V based accelerator
H2020
Automotive =  Computing platform for autonomous cars 36 months (Dec.2018 >

Nov. 2021)

MV e & <@ e Aws (iﬁneon @ Stpercomputing ) kALRAY @) JULICH FORTH Coordinator: ATOS

Centro Nacional de Supercomputacion

27 partners, 10 countries

\l

5

.
s latency matters.

T Lyy ;E:{; E4 hEes S @ " SPEARL

34
SRveRsTA bl sotooua  cHALMERS  UNIVERSITA DIPISA w7 7%%  ENGINEERING menTCl PROVE &RUN
cccccccccc
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EPI TECHNOLOGIES

Energy Efficiency

Adopt Arm general-purpose CPU core with SVE / vector acceleration in the first
EPI chip

Develop power management solutions for the EPI chip

Develop acceleration technologies based on RISC-V for better DP
GFLOPS/Watt performance

Inclusion of MPPA for real-time application acceleration

Inclusion of eFPGA for reconfigurable logic

Modularity < Supply sufficient Memory Bandwidth (Byte/FLOP)
* Focus on programming models to include accelerations.

* Develop a Common Platform to enable EPI accelerations and that eases incremental
roadmap implementation

Copyright © European Processor Initiative 2020. EPI Tutoria/HIPEAC 2020, Bologna/22-01-2020
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EPI IP's Launch Pad

EPI ROADMAP &

Pan European Research

Platform for HPC and Al :
2021 2022-2023 Gen3 GPP Family

Rhea Family - Genl GPP 2021-2022  orenion Family - Gen2 GPP 2R
EPI Common Platform EPI Common Platform
ARM & RISC-V ARM & RISC-V
ZEUS Core - N6 TITAN Acc
External IPs o
. HPC Exascale System
HPC Experimental Platform o
Towards Exascale Automotive CPU

PCle board

Automotive PoC
Copyright © European Processor Initiative 2020. EPI Tutorial/HIPEAC 2020, Bologna/22-01-2020



EPI FABLESS COMPANY

= EPI's Fabless company
» licence of IPs from the partners
= develop own IPs around it

= licence the missing components from the market

= generate revenue from both the HPC, IA, server
and eHPC markets

= integrate, market, support & sales the chip

= work on the next generations

Copyright © European Processor Initiative 2020. EPI Tutorial/HIPEAC 2020, Bologna/22-01-2020
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eHPC (Automotive)

Al & Big-Data

Cloud & Servers
Space

Industry 4.x
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CONCLUSION

Initiative

= HPC is crucial to resolve societal challenges
and preserve European competitiveness

= Europe is going in the right direction with
EuroHPC. This must be sustained in the
long-term

= The chip design effort must continue for the
EU’s security and competitiveness, and

. WWW.european-processor-initiative.eu

should create a processor ecosystem
covering lol, servers, cloud, autonomous
connected vehicles and HPC . European Processor Initiative

. @EuProcessor

. European Processor Initiative

Copyright © European Processor Initiative 2020. EPI Tutorial/HIPEAC 2020, Bologna/22-01-2020


http://www.european-processor-initiative.eu/
https://twitter.com/EuProcessor
https://www.linkedin.com/company/european-processor-initiative/
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EPICOMMON PLATFORM & PROCESSOR

DENIS DUTOIT (CEA)
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WHY DO WE NEED A COMMON PLATFORM ?

Cost of Advanced Designs

= Specialization is key for HPC $540M
to reach exascale. $497.6M
= Specialization requires several - Validation
advanced chip designs: cso8 - Prototype
generic processor,
accelerator... -
. (E — Software
m  Cost of advanced designs - 27050
reaches $500M. S s270M
o
= Very high value from defining &
. < — Physical
a design methodology that $162.1M
gives reductions in design s135M
costs and eases incremental $99.6M — Verification
roadmap implementation. $50.2M $57.1M
$28.0M $36.6M — Architecture
» EPI Common Platform o !!_! P Qualifcation
65nm 40nm 28nm | 22nm 16nm | 10nm | 7nm | 5nm

Source IBS, July 2019

Copyright © European Processor Initiative 2020. EPI Tutorial/HIPEAC 2020, Bologna/22-01-2020



COMMON PLATFORM TO HARMONIZE THE
HETEROGENEOUS COMPUTING ENVIRONMENT
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METHODOLOGY

Architects
+

PCle gen5

TP Application
Model and 0 Experts

simulation

HBM D2D links
memories . . to adjacent chiplets

- — - COMPUTING UNITS

SOFTWARE | ' i | ' = ARM — Scalable Vector Extension
[ i '
Automotive eHPC Programming tools & <> = MPPA - I\/Iulti—Purpose Processing
software support Libraries
: Array
Low-level Software, Security, Power Management
. . DDR
Linux Operating System memories = EPAC — RISC-V based Accelerators
EPI Processor and Reference Hardware

= cFPGA - embedded FPGA

Copyright © European Processor Initiative 2020. EPI Tutorial/HIPEAC 2020, Bologna/22-01-2020
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HETEROGENEOUS COMPUTING UNITS

General Purpose

Specialization <

N—

Binary compatible scalable performance implementations
and leveraging state-of-art designs

SVE arm

Common platform to enable application specializations

Copyright © European Processor Initiative 2020. EPI Tutoria/HIPEAC 2020, Bologna/22-01-2020
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eFPGA | 2
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HETEROGENEOUS INTEGRATION

" |ntegrating customized functions

at different level

European
Processor
Initiative

epl

1/O coherent
Accelerators Traditional GP-GPU, interconnect
and to the storage
PCle links

Common
Platform Design

19, 18/11/2019, Denver

Copyright © European Processor Initiative 2020. EPI Tutoria/HIPEAC 2020, Bologna/22-01-2020

]

Coherent
chiplet

CCIX links via PCB

Coherent
accelerator

Possible location

for User functions
Commerical FPGA chips

or CCIX enabled companions chips E”Jflgc::';m
(accelerator, NIC or other EST chips) Epl
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ON-CHIP HETEROGENEOUS INTEGRATION
Pclfnigns 2D-mesh Network-on-Chip
(NoC) to connect
| : Ty computing units: Arm,

EPAC, MPPA, eFPGA.

MPPA
- Common software
memories - . environment between

heterogeneous computing
tiles to harmonize their
integration with the

SOFTWARE :
: 1 B : : : i external environment such
Automotive eHPC Programming tools & <> as memories (DDR, HBM)
software support Libraries and [OOSG[Q cou p[ed
Low-level Software, Security, Power Management accelerators (th roug h
Linux Operating System Jukis PC|€)
memories

EPI Processor and Reference Hardware

Copyright © European Processor Initiative 2020. EPI Tutoria/HIPEAC 2020, Bologna/22-01-2020
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OFF-CHIP HETEROGENEOUS INTEGRATION

@ ¥ .« Socket

PCle gen5
= Network =——" links

MPPA

o

HBM
memories

&

DDR
memories

Copyright © European Processor Initiative 2020. EPI Tutoria/HIPEAC 2020, Bologna/22-01-2020

D2D links
<> to adjacent chiplets

™S

= Chiplet
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EPI CO-DESIGN

.
oo 3 Architects
S4 - Automotive

Model and
Barcelona
@ oM [Modeling

within
Benchmarks
Streams

Simulator,
Eval. requirements

Application

Experts

IJ JULICH

Forschungszentrum

Copyright © European Processor Initiative 2020. EPI Tutorial/HIPEAC 2020, Bologna/22-01-2020
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RHEA PROCESSOR

" Rhea is the first EPI General Purpose Processor RheaR1 RheaR2
= Rhea targets HPC application ) Cronosk1
EPI IP#1
" Rhea is the first « instanciation » of EPI Common / EPI IP#2
Platform EPI IPH.
» Rhea design is led by SIPEARL (the EPI fabless P
company) and joint-developed by EPI partners.  Testchip

Automotive PoC

= Rhea chip will be integrated into test platforms
in order to validate the hardware units, develop
the software, and run applications.

"= Depj
- ° o

PCIe daughter card

Copyright © European Processor Initiative 2020. EPI Tutoria/HIPEAC 2020, Bologna/22-01-2020



SEMICONDUCTOR TECHNOLOGY NODE

Market Demand by Node

28/22-nm: 25% of Presales

MARKETS

* Digital Home

- Set Top Box

- Wireless Combo

- Personal Assistants
* Internet of Things
Wireless MCU
Industrial
Health
Surveillance
Smart Home

I snoss  Source Synopsys

16/14-nm: 30% of Presales
MARKETS

* Mobile
- Mainstream mobile
- Augmented Reality
- Drones

+ Data Center

- Storage
« Automotive

- V2X & Infotainment
« Digital Home

- Smart TV/Home

- Gateways

m

- Surveillance
- STB

Synopsys Confidential Information

European
Processor
Initiative
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7/5-nm: 20% of Presales

MARKETS

» Data Center
- Servers
- Cryptocurrency
- SAN/NAS (Enterprise)
- Al Accelerators
(Training/Inference)

* Maobile
- Mobile AP
- Mobile BB
- Network Routers

» Automotive
- High-end ADAS

Q

® 2019 Synopsys, Inc. 5

Copyright © European Processor Initiative 2020. EPI Tutoria/HIPEAC 2020, Bologna/22-01-2020
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RHEA DESIGN

= (Generic processing multi-core backbone:
" Multi-core Arm Zeus processor with SVE engines for pre-ExaScale level generic processing.
" Coherent NoC with distributed system level cache to keep the data local.

= Prototypes of High energy-efficient accelerator tiles:

RISC-V based acceleration (EPAC) for better GFLOPS/Watt performance.

Multi-Purpose Processing Array (MPPA-Kalray) for real-time application acceleration.

eFPGA (Menta) reconfigurable logic for flexibility.

= Accelerators work in I/O coherent mode and share the same memory view as the multi-core backbone.
=  HBM2E, DDR5 memory support.
= PCle genb support for loosely coupled accelerators.
= High speed links for SMP extension and tightly coupled accelerators.
=  Power Management infrastructure with low voltage support for energy efficiency.
= Security infrastructure.
= Peripherals to connect an automotive MCU for PoC purpose.

= First Rhea chip will be fabricated in 6nm technology aiming at the highest processing capabilities and energy efficiency.

Copyright © European Processor Initiative 2020. EPI Tutoria/HIPEAC 2020, Bologna/22-01-2020
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M emo rU—CO h ere I’]’[ N O C conn eCtS Interposer / Package integration
. ‘ Power Silicon Die
Array of computing units (CU): Arm cores, EPAC, Security management
MPPA GFPGA & Controller
ama| ||
Memory and I/O controllers o En ,f:cAef e | = PCle ports
R—— : b ' or High speed links
Bridge to links integrated @
HBM2E Armv8 | | eFPGA | | i ! i
| | e . bock | | Lo
High speed links - ikl [ il B —
Die-2-Die links to connect on-package dies 2";2?
HSL links to connect on-board packages :
P P P R Die to Die
. DDR5/4 : P P i ! i ,
Top level infrastructures channels | B B | : | finks
Power management & controller Memory-Coherent Network-on-Chip in 2D-mesh topology
+ Distributed system-level cache
Security

NoC: network on chip
HSL: High speed links (with memory coherent support)

Copyright © European Processor Initiative 2020. EPI Tutorial/HIPEAC 2020, Bologna/22-01-2020



INTEGRATION OF ACCELERATORS

Power Management
infrastructure

Interfaces to connect acceleration functions to the NoC
Data access and sharing throught AXI ports
Receiving interrupt

Power management

Enable memory-centric computations

Same copy of dataset is shared by multiple CUs
In the ext. memory (DDR or HBM) cached by SLC cache

In the local scratch memories near or local the acceleration blocks

System MMU to provide same virtual memory view

Interrupt network —|

Acceleration block
#1

,,,,,,

European
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AXl slave port

AXI master port

Armv8 CPU
core with SVE

Acceleration
block #1

Acceleration
block #2

l]

Il

\

_

N\

NoC With SLC cache dataset shcjred by

acceleration blocks

dataset shared in memory

CU: Computing Unit; either Armv8 core with SVE or the EPAC/MPPA acceleration blocks
SLC: System Level Cache;a last-level cache before ext. memories

Copyright © European Processor Initiative 2020. EPI Tutoria/HIPEAC 2020, Bologna/22-01-2020
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(HBM or DDR)
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SECURITY IN EPI PROCESSOR

Security aspects taken into account Security Infrastructure

since the start of architecture definition

RoT

Root of trust

Security services | @ jommmmmo-mmmm------- TTTTTTTTITomoomoomeos
' Security Domain #1

Secure Boot

Security domains A‘;v cu cu cu cu
Security services isolated Cryptos 5 B |
Advanced cryptographic functions

cu cu cu cu

Various monitors for fault-injection,
physical intrusion and other conditions

Copyright © European Processor Initiative 2020. EPI Tutoria/HIPEAC 2020, Bologna/22-01-2020
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EPI TODAY AND RHEA DESIGN STATUS

= The project finished its first year.

= Updated roadmap.

= Presence at key events.

= |ntroduction of the EPI Common Platform.

= Co-design process defined.

= The first-generation processor family, named Rhea, specified.

= Silicon process and advanced package integration selected:
onm and 2.5D.

= |ndividual IP (EPAC, MPPA, eFPGA, power management, ...)
design on track: some first RTL revision delivered.

= Top-level integration will start soon.

Copyright © European Processor Initiative 2020. EPI Tutoria/HIPEAC 2020, Bologna/22-01-2020

Energy
efficiency HPC

Application
Modularity

Common Platform

2021 2022-2023 Gen3 GPP Family

oeoe

2021-2022 2024-...

Rhea Family - Genl GPP Cronos Family - Gen2 GPP

Roadmap of future European low power processors
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THANKYOU
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