






Intel Pentium - 1 core

Intel KNL – 72 cores 

Same Power Budget !

End of Dennard’s Scaling 

=> Power density increases

=> Thermal issuesMoore’s Law: “The 

number of 

transistors and 

resistors 

on a chip doubles 

every 24 months” ↑ theoretical max frequency 

↑ #cores 

1. ↓ frequency 

2. ↓ # active core 

at the same time

3. ↑ cooling cost
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Vdd

f

• Linear ↓ with ↓ CEffective

• Linear ↓ with ↓ f

• Quadratic ↓ with ↓ Vdd

• Cubic ↓ with ↓ both Vdd and f





• Exponential ↓ with ↓ Vgs (~Vdd)

• Exponential ↓ with ↑ VTH

• Exponential ↓ with ↓ T
David H. Albonesi ACACES10



A. Moskovsky et al., “Server level liquid cooling: Do higher system 
temperatures improve energy efficiency?” Supercomputing
frontiers and innovations, 3(1):67-74, 2016.
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Main Archi. Blocks w. :
- Sensors (PVT, Util, archi)
- Controls (f,Vdd,Vbb,PG,CG)

- In band a.k.a low latency / user-
space telemetry (power, perf, …)
- O.S. PM governors: 

- cpufreq/ cpuidle
- Based on O.S. metrics
- Slow & often unused

- Low latency PM requests and/or 
suggestions

- From the Application/run-time

- Power cap => Max perf @ P<Pmax
- Energy => Min Energy @ f=f*
- Throughput => F > Fmax @ T,P<Max

- Out-of-band – zero overhead 
telemetry

- Node Pcap – Max perf @ Pnode<Pmax
- RAS – error and conditions reporting

GPP 

chip



Intel IBM ARM AMD Cray Fujitsu

S, M, A, T N, S, M, A, T, U S, M, T N, S, M, A, T N, S, M, A, N N, S, C, M
1ms 500us,10ms 

aggregation 

16ms for T & 

U, 100ms 

aggregation

1-10KHz with 

SCP

1 sec (C ), 

1ms (G)

OOB 

(100ms)

1ms (N),     

~ns - model 

based (C)

S, M N, S, M, A S, M N, S, M, A N, S, M, A S, C, M, 
RAPL 1ms 

(in-band), 

DVFS 500us  

10-100ms 1-10KHz 

(100ms to 

1s)

~secs DVFS, RAPL, 

min-max 

range, 10-

30s at job 

launch

DVFS, 

Decode 

Width, 

HBM2 B/W

Interfaces, 

Tools, etc

RAPL MSRS, 

msr-safe, 

libmsr, PAPI, 

likwid

OpenBMC, 

amester, 

Memory Map

ACPI, SCP 

(sys ctrl 

proc), IPA 

(intelligent 

allocator), 

PAPI

Likwid, 

PAPI, 

Memory 

Map

CapMC, 

PAPI, Cray 

BMC 

interfaces

Power API, 

PAPI

Monitor 

(Domain,Gra

nularity)

Control 

(Domain,Gra

nularity)

Socket (S), Core (C), Memory (M),  Accelerator (G), Node (N), Utilization (U), Temperature (T)

Source PowerStack19

EPI power management design is 

powered UNIBO and targets:

- Support for fine grain power 

monitoring, and control

- An higher performance power 

controller capable of supporting 

advanced power control algorithms. 
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Interposer / Package integration

Memory-Coherent Network-on-Chip in 2D-mesh topology 
+ Distributed system-level cache
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Security
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management 
& Controller



PM 

task

• Read voltage regulator, 

power, status (VR)

• Power model update

T 

control

Watchdog reset 

Write power controller settings

Write to internal memory telemetry data

Read PVT sensors

Read workload from O.S.

Read target P/C state settings, power budget

Read Pending BMC requests

Compute controller settings

BMC

• Read pending command queue

• Decode Command/data

• Perform action:

• Change target P/C state, power budget

• Set pending BMC 

• Ask telemetry data
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