








High Performance 

Computing

Data in Data out

Compute

• Starting from high 

performance compute only, 

HPC evolves towards:

• New workloads

• Massive volume of data

Analyze

New drivers Requirements Solutions

New workloads - More computing performance (Ops 

per second), also for simple operations 

(FP16, FP8, INT…).

- Energy efficiency (Ops per Watt).

Heterogeneity:

Generic processing + 

accelerators

Low power design

Massive volume of 

data

- Increased Bytes per Flops.

- High bandwidth/low latency access to 

more and more data.

New type of 

memories and 

associated 

integration

TERA1000 - CEA

< 10x energy efficiency 

improvement every 4 years

< 4x data amount every 4 

years 

Source CEA
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Generic processing

HW accelerator

Performance = ~frequency

Performance = ~nb cores

Performance = ~architecture

X86 cores, RISC cores, Co-pro extension, Accelerator, GPU, FPGA,

Real Time processing, Homogeneous, Heterogeneous, Data centric…

Source CEA
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Chip Design Manuf.

IBM POWER9

NVIDIA Volta GV100

Sunway SW26010

How to bring back 

Europe into processor 

race ?



homogeneous

heterogeneous, accelerated
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China

US

Japan

Sierra / LLNL, 2019
IBM P9 + NVidia GPU
125 petaflops (peak)

(2021)
Aurora / ANL
Intel Xeon + Xe
>1.0 exaflops (peak)

(2021)
Frontier / ORNL
AMD CPU + GPU
~1.5 exaflops (peak)

Summit / ORNL, 2019
IBM P9 + NVidia GPU
200 petaflops (peak)
148.6 petaflops

(2020-2021)
Tianhe-3 / NUDT
Matrix-3000
>1.0 exaflops (peak)

(2020-2021)
Fugaku / RIKEN
A64FX (Armv8.2+SVE)
>0.5 exaflops 

Tianhe-2a /NUDT, 2018
Intel Xeon + Matrix-2000
94.97 petaflops (peak)

Tianhe-2 /NUDT, 2013
Intel Xeon + KNC 
33.86 petaflops (peak)

K / RIKEN, 2011
SPARC64 VIIIfx
11.28 petaflops (peak)
10.51 petaflops

Sugon Exa-prototype
Hygon CPU  + DCU

NRCPC Exa-prototype
SW26010 based

Sunway TaihuLight /NRCPC
SW26010
125.43 petaflops (peak)

(?)
Hygon CPU + DCU
?

(?)
?
?

Europe approach ?
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SGA1

(EPI Phase 1)

H2020

36 months (Dec. 2018 →

Nov. 2021)

Coordinator:  ATOS

27 partners, 10 countries

Budget: 80 M€

Common platform

General purpose processor

Accelerator

Automotive
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• Adopt Arm general-purpose CPU core with SVE / vector acceleration in the first 

EPI chip

• Develop power management solutions for the EPI chip

• Develop acceleration technologies based on RISC-V for better DP 

GFLOPS/Watt performance

• Inclusion of MPPA for real-time application acceleration

• Inclusion of eFPGA for reconfigurable logic

• Supply sufficient Memory Bandwidth (Byte/FLOP)

• Focus on programming models to include accelerations.

• Develop a Common Platform to enable EPI accelerations and that eases incremental 

roadmap implementation
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http://www.european-processor-initiative.eu/
https://twitter.com/EuProcessor
https://www.linkedin.com/company/european-processor-initiative/
https://www.youtube.com/channel/UCGvQcTosJdWhd013SHnIbpA/
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Source IBS, July 2019
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ARM MPPA

eFPGA EPAC

HBM
memories

DDR
memories

PCIe gen5
links

HSL
links

D2D links
to adjacent chiplets

Application 

Experts

Architects

+

Model and 

simulation

Co-design

METHODOLOGY

COMPUTING UNITS

SOFTWARE

Linux Operating System

Programming tools & 

Libraries

Low-level Software, Security, Power Management 

Automotive eHPC

software support

EPI Processor and Reference Hardware



SVE

eFPGA

EPAC
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ARM MPPA

eFPGA EPAC

HBM
memories

DDR
memories

PCIe gen5
links

D2D links
to adjacent chiplets
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SOFTWARE

Linux Operating System

Programming tools & 

Libraries

Low-level Software, Security, Power Management 

Automotive eHPC

software support

EPI Processor and Reference Hardware



ARM MPPA

eFPGA EPAC

HBM
memories

DDR
memories

PCIe gen5
links

CCIX
links

D2D links
to adjacent chiplets
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Application 

Experts

Architects 

within 

Streams

Model and 

Modeling

Benchmarks

Requirements

Simulator, 

Eval. requirements

Eval. results

+

S2 - GPP Processor

S3 - Acceleration

S4 - Automotive
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EPI Common 
Platform 

PCI card

EPI BMW 
Adas demo

EPI HPC Blade

EPI Mother Board

HPC 
Chip
EP2710

Proof of concepts are 100% paid by EU and 
are made the best experts in their domain

HPC blade

Automotive PoC

PCIe daughter card



Source Synopsys
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NoC: network on chip

HSL: High speed links (with memory coherent support)

Interposer / Package integration

Memory-Coherent Network-on-Chip in 2D-mesh topology 
+ Distributed system-level cache

Armv8 
Core

EPAC 
Accel.

...

eFPGA 
block

Armv8 
Core

MPPA 
Accel.

...

: :

...

...

....

.... ...

.......

...

...... ...

:

... ....

:

integrated
HBM2E 
Stacks

DDR5/4 
channels

Die to Die
links

PCIe ports
or High speed links

Silicon Die

Security
Power 

management 
& Controller
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Acceleration block
 #1

AXI slave port

AXI master port

Interrupt network

Power Management 
infrastructure

Acceleration 
block  #1

Acceleration 
block  #2

NoC with SLC cache

ext. Memory 
(HBM or DDR)

Armv8 CPU 
core with SVE

dataset shared in memory

dataset shared by 

acceleration blocks

CU: Computing Unit; either Armv8 core with SVE or the EPAC/MPPA acceleration blocks

SLC: System Level Cache; a last-level cache before ext. memories
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Security Infrastructure

Security services

Adv.

Cryptos

RoT

CU CU

CU CU

CU CU

CU CU

Security Domain #1Security Domain #2
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Energy

efficiency

Modularity

Co-design
HPC

Application

Common Platform

Roadmap of future European low power processors




