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The Global Race Towards Exascale
E—

K computer. 10 PFlop/s

Tianhe-2. 33 PHlop/s

Summit 200 PFlopfs. @ Sierra 125 PFlop/s. ABCI 0.55 EFlop/s (DL} 37 Pflop.

Shuguang 1 EFlop/s Tianhe-3 1 EFlop/s

Aurora 1 EFlop/s Frontier 1. 5 EFlop/s | >200 PFlop/s | =200 PFlop/s l
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Post-K computer 1 EFlop/S

El Capitan ANL system >1 EFlop/s = =1 EFlop/s
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The Exascale Race — The US example

map to Exascale Systems

supporting DOFE’s mission

USs Department of Energy (DOE) Road

An impressive, productive lineup of accelerated node systems

First U.S. Exascale Systems
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The Exascale Race — The US example

The three technical areas in ECP have the necessary components

to meet national goals
performant mission and science applications @ scale
Foster application Ease Diverse HPC
development of use architectures leadership
I — e M
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i Software Hardware
Application Development (AD) Technology (8T) and Integration (HY)
nded and vertically integrated delivery of ECP
systems at

Develop and enhance the predictive Produce expa
stack o achieve products on targeted
g facilities

capability of applications critical to integrated software
the DOE full potentia\ of exascale computing DOE computin

leading

80+ unique software 6 vendors supported
25 applications ranging from products spanning by pathForward
national security, to energy, earth programm’mg models focused on memory,
systems, economic security, and run times, math node, connectivity
materials, and data libraries, data and advancements;
visualization dep\oyment to facilities
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The Exascale Race — The Japanese example

Co-design from Apps 10 Architecture o

o Architectural parameters to be determined
o #SIMD, SIMD length, #core, #NUMA node, O3 resources, specialized hardware

o cache (size and bandwidth), memory technologies
Target applications representatives of

o Chip die-size, POWEr consumption almost all our applications in terms of
computational methods and

« Interconnect
communication patterns in order to

« We have selected a set of target applications esign architectural features
¢ Performance estimation tool
. Performance projection using Fujitsu FX100 ' i
Brief description

execution profile to a set of arch. parameters.
¢ Co-design Methodology (at early design

@ GENESIS MDior proteins

@ Genomon Genome procassing (Genome aignmert)

phase) & GAMERA Eartquake simulator (FEMin unstructured & structured

1. Setting set of system parameters © NCAWLETK Eﬁ??ﬂﬂﬁ s et ¢

2. Tuning target applications under the o NTChem  moker secions (ke caieion
system parameters 9 © FFB Large Eddy Simiaton (sctaed g9

3. Evaluating execution time using prediction @ RGDFT  ansbinto prge sty s e
tOO]S ® Adventure xn%mm:%mmwmwm

4. Identifying hardware bottlenecks and © CSQUD  Latios CDsimsion scusd 1derke G2

changing the set of system parameters
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The E
xascale Race — The Japanese example

e

+ Brand new coré design by Fujitsu .j
+ Near Xeon-Class Integer performance core
o ARM V8.2 --- 64bit ARM ecosystem '

—————

o -+but also @ GPU-like processor :
+ SVE 512 bit vector extensions (ARM & Fujitsu)-- !
. Integer (1, 2, 4,8 bytes) + Float (16, 32, 64 bytes)
, Cache + access localization (sector cache) - similar to scratchpad
+ HBM2 OPM - Massive Mem BW (1TByte/s, Bytes/DPF ~0.4 same as K)
, Streaming memory access, strided access, scatter/gather etc.
o Intra-chip barrier synch. and other memory enhancing features
« 40GByte/s Tofu-.D interconnect + PCle 3




Why Europe needs its own Processors

* Processors now control almost
every aspect of our lives

e Security (back doors etc.)

e Possible future restrictions on
exports to EU due to
increasing protectionism

* A competitive EU supply chain
for HPC technologies will
create jobs and growth in
Europe
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NSA May Have Backdoors Built Into Intel And

. AMD Processors
Amazon exec and Super Micro CEO call

retraction of spy chip story

; = privacy &
The US Cloud Act vV The EUS GDPR - Data

Agro Security
U,
can bz o sei'arc ers sh
an, ow
$600 Worth fe Stol Secon, a Te‘ﬂa Mode, A jet sale to Egypt is being blocked by a US
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The Open-Source Hardware Opportunity

* The fastest-growing P RISC-V/
movement in computing at

the moment is Open-Source
and is called RISC-V

Rapidly

Maturing

* The future is open and RISC-V
is democratising chip-design
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EPI. From research to industry
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The European HPC Roadmap

Other Euro-HPC investment activities

|
: |
|
| Extreme escale tech. 50m€ CoE 60m€ CoC 25-30me€ :
| : ;
|
|
|

GEANT 40mé€ SME 10m€

2019 2020 2021 2022 2023 2024
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The Killer Mobile processors-

1.000.000 -
Alph
100.000 o7 ©Apha
O Intel
g-) O AMD
S 10.000
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/ | @ Nvidia Tegra
Samsung Exynos
1.000 O ¢ -
2 0 4-core ARMv8 1.5 GHz
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1990 1995 2000 2005 2010 2015

({ Microprocessors killed the Vector (€ History may be about to repeat
supercomputers itself ...
({ They were not faster ... (.  Mobile processor are not faster ...

({ ... but they are significantly

(€ ... but they were significantly cheaper and greener

cheaper and greener
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Mont-Blanc ARM-based Prototypes

2011 2012 2013 2014

Tibidabo KAYLA Pedraforca Mont-Blanc
ARM multicore ARM + GPU ARM + GPU Single chip ARM+GPU
CUDA on ARM Inifinband OpenCL on ARM GPU
RDMA

PRACE PRACE PRACE mm




The Mont-Blanc HPC Stack for ARM

Industrial applications
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The EPI Pilot as an Opportunity

e To co-develop an HPC/AI software ecosystem
for RISC-V

 Using the hardware coming from EPI
(ARM+RISC-V), other EU projects and from any
other relevant national and international actors

e Gathering together a wide variety of
stakeholders

e BSC would like to collaborate with everyone
who can add value




The Tortoise and the Hare

e |s Aesop’s Fable
relevant here?

e Are the hares so
confident they will win

the race, that they are
resting?
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The Tortoise and the Hare

e We are now turbo-charging
our tortoise!
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For further information please contact
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